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<table>
<thead>
<tr>
<th>Term</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>DOD</td>
<td>Depth of discharge</td>
</tr>
<tr>
<td>EOL</td>
<td>End of life</td>
</tr>
<tr>
<td>MILP</td>
<td>Mixed-integer-linear program</td>
</tr>
<tr>
<td>PV</td>
<td>Photovoltaic</td>
</tr>
<tr>
<td>SOC</td>
<td>State of charge</td>
</tr>
</tbody>
</table>
The aim of this thesis is to develop a dispatch optimization model for hybrid renewable systems with battery energy storage, maximizing the profits obtained from the dispatch of energy from the system while also considering the degradation of the battery and ensuring its cost-effective usage. An increase in the production of renewable energy has established a need to integrate this technology with battery storage to prevent wastage of energy produced and further increase power dispatch through grid planning. Therefore, research efforts are being channeled into developing a dispatch optimization model for hybrid systems. An important component present in many renewable hybrid systems is a battery for the storage of excess energy to be used when desired. Lithium batteries are commonly used due to their high energy density, but are expensive, and therefore prolonging the life of these batteries through efficient usage is highly beneficial to improve the overall profitability of such models. This establishes a necessity to develop a dispatch model that accounts for battery degradation and ensures the most effective use of the battery.

The degradation of the battery can be understood through two approaches; the theoretical method, exploring the internal structure of the battery (such as the solid electrolyte interphase) and the empirical method, associated with the operational parameters and variables of the battery (such as the state of charge). In addition to this, there is cyclic aging and calendar aging which causes battery degradation. There is still a certain level of ambiguity when it comes to the exact characterization of the aging of the battery and most results are extrapolated from experimental
data, as in the current work. It is also difficult to incorporate all the parameters and variables involved with battery aging in an optimization model as this increases the computational complexity.

A number of dispatch models with battery degradation models have been developed, but many of them use heuristic methods to characterize battery usage. This sacrifices the accuracy with regards to the cost effective use of the battery since the relation between battery parameters and variables that determine the life of the battery, are not included in the optimization model. The dispatch optimization models that do incorporate battery lifetime optimization in the model, do so using energy throughput rather than by calculating battery degradation for each cycle of use of the battery. Therefore, in this work, a dispatch optimization model for hybrid renewable systems is developed that incorporates battery degradation with the goal of maximizing profits while also factoring in the cost of eventually replacing the battery based on its use. Battery degradation is characterized by developing an optimization model that explicitly accounts for cyclic aging. Certain key parameters and variables have been chosen based on literature to define the degradation of the battery. The state of charge, depth of discharge and number of cycles of charge and discharge of the battery have been identified as important factors deciding the degradation of the battery, and the capacity fade of the battery is calculated on a per-cycle basis.

The optimization model is developed using Pyomo version 5.6.9 and solved using Gurobi version 9.1.0. A rolling time horizon approach is used, to reduce computational time. In this model, a photovoltaic system is considered. The data for the power generated by the photovoltaic system is obtained from System Advisor Model (SAM)’s PVWatts – Residential Model. The photovoltaic system is connected to the grid and to a battery. Energy generated by the photovoltaic system can be sent to the grid, up to the grid limit, and/or sent to the battery. The battery can then dispatch energy to the grid (ensuring net energy sent to the grid is below the grid limit). The objective of the model is to maximize profits, which are determined by multiplying the power sent to the grid by the cost of electricity (i.e., the price at which electricity is sold to the grid). In addition to revenue, the objective function
includes a battery degradation cost that is calculated based on the cost of eventually replacing the battery, thereby encouraging cost-effective battery usage.

When calculating degradation of the battery due to cyclic aging, a method is needed to count these cycles. The “rainflow algorithm” is commonly used to count and categorize irregular cycles based on desired parameters and variables. This method is compared to a conventional cycle counting method to establish its necessity. The two cycle counting methods predict a difference of 0.044% in battery degradation for a time period of one year. Since this value is negligible, the conventional cycle counting method can be used in the optimization model, thereby avoiding the computational difficulties accompanying the rainflow algorithm.

The efficacy of the model is tested by comparing it with a similar dispatch model without battery lifetime optimization. A time horizon of 24 hours is compared with a time horizon of 36 hours. One year of data is fed into both models, and two primary outcomes are determined: (i) the final battery capacity due to degradation, and (ii) the cumulative objective function which consists of the revenues from power sales minus the costs due to battery degradation and replacement at EOL. The results show that the battery lifetime optimization model extends the battery life significantly. If the degradation trends seen in one year repeat in the following years, the battery without the degradation model would reached EOL in 6 years while the battery with the degradation model would reached EOL in 27 years. In addition to this, the dispatch model with battery lifetime optimization results in a final objective function that is 34.17% higher than the model without battery lifetime optimization, in one year. This demonstrates that batteries play a crucial role in the cost of the system and the model with battery lifetime optimization results in much higher profits when the cost of replacing the battery is considered.

A sensitivity study is carried out to examine the impact of (i) the grid limit of the system, (ii) the cost of the battery, and (iii) the initial battery capacity, on the final battery degradation percent and objective function. These studies provide a better understanding of how these parameters effect the model. It is seen that a lower battery cost results in a higher objective function value, as well as a higher extent of battery degradation. A higher grid limit results in an increased objective
function and degradation of the battery. When varying the initial battery capacities, a lower initial capacity gives an improved final objective and increased battery degradation. We observe that in many cases, there is a positive correlation between increased objective and battery degradation. This is due to the fact that increased battery use results in increased energy dispatch, and therefore greater profits, leading to a greater objective function. However, extensive use of the battery also leads to greater degradation. Finally, day-ahead scheduling using a 36 hour horizon produces better results in most cases than a 24 hour horizon, although the difference is not significantly large. We hypothesize that this could be because of the repetitive nature of the power produced by the photovoltaic system day to day, although further tests using longer horizons must be conducted to better understand the viability of day-ahead scheduling.

In conclusion, the advantages of battery lifetime optimization are evident in this work. The use of such battery lifetime optimization models allow for both improved accuracy when factoring in replacement costs and greater net revenue obtained by hybrid systems. The drastic increase in battery life further emphasizes the effectiveness of this modeling approach.
1 INTRODUCTION

As world wealth has been increasing since the industrial revolution (late 19th century), energy consumption has been increasing in an equally exponential manner. A majority of this energy has been obtained from fossil fuels and this has many detrimental implications on the world and the population. Fossil fuels release emissions that cause global warming and are unhealthy when inhaled by any living being. In addition to this, fossil fuels are non-renewable energy sources that are rapidly depleting due to extremely high usage. However, with increased penetration of renewable energy in industry, the global increase in fossil fueled energy consumption will not be as steep, although population and wealth will continue to increase. By 2050, it is predicted that the global increase in energy usage would plateau (Sharma et al., 2019). This suggests a decoupling of the rates of economic growth (steadily increasing) and energy demand growth (ascending but at a slower rate).

Renewable energy is proving to be more economical in many countries as renewable sources are largely available on a local basis while fossil fuels must be imported in many cases. Petroleum based imports accounted for close to 100 billion dollars in USA in 2020 to 2021 (U.S. Census Bureau, Imports of Petroleum, 2021). In addition to this, it is predicted that doubling the share of renewable energy in 2030 would increase the global GDP by about 1.3 trillion dollars (Ferroukhi et al., 2016). This will occur due to increased employment, reduced human-induced environmental calamities, overall better welfare and an improved balance of payments in international trade (Ferroukhi et al., 2016). The average solar photovoltaic (PV)
plant has twice the number of jobs per unit generation when compared to a coal generation plant (Ferroukhi et al., 2016). As of 2019, fossil fuels accounted for 84 percent of energy consumption worldwide, but as the world energy consumption increases on a yearly basis, renewable energy contributes largely to the percentage increase (41 percent in 2019) (bp Statistical Review of World Energy, 2021). These statistics clearly emphasize the importance of renewables for the world health and economic development.

The amount of energy produced by renewable power production systems is dependent on the source of the renewable energy; for example, solar energy on the sun and wind energy on the wind. These sources, being natural occurrences, cannot be controlled and result in the variable nature of renewable energy. The variability in energy produced by renewable systems can be reduced with the use of energy storage systems such as batteries. Battery technology is developing rapidly, with increased interest in lithium-ion battery technology due to its high energy density. However, attempts are being made to increase the life of batteries, which is dependent on operating decisions, such as number of charge and discharge cycles and state of charge (SOC). Therefore, by manipulating these decision, the battery can be used efficiently and the lifetime of the battery can be extended. In this work, we attempt to use the battery in a more effective manner to extend the lifetime.

The steady increase in the use of renewable energy has led to a change in the electricity demand to be met by grid operators. This change is variable and is dependent on the energy produced by the renewables. The variability in renewable energy production has led to the manifestation of the so-called “duck curve”
(Denholm et al., 2015, 2008). The duck curve is a graph representing the electric power demand of specific markets. Initially, when the use of renewable energy was almost negligible, the curve (Figure 1.1) shows lower energy demand during the night, which gradually increases as the day progresses (as seen in year 2012). As the use of renewable energy has increased, a mid-day dip in the net energy demand on the grid has appeared due to high solar energy production, which leaves dispatchable electricity production plants with a challenge. Grid operators are increasingly forced to curtail solar power production during mid-day, since conventional plants (for example, those run by fossil fuels) cannot always be rapidly stopped and started to accommodate the excess solar energy produced. This, in turn, has led to the wastage of solar energy and emphasizes the need to integrate variable renewables on the grid system planning and operation in order to maximize the use of renewable power generation.

One path for accommodating variable renewables is the adoption of hybrid systems comprised of a renewable generator such as wind or PV alongside a battery storage system, and such systems are now of increasing interest commercially. The development and integration of such systems in the dispatch of power produced to the grid allows grid operators to more efficiently plan the dispatch of energy, thereby reducing the wastage of energy due to overproduction. In addition to this, there has been a growing interest in developing stand-alone hybrid systems for power production in remote areas that may or may not be connected to the utility grid. Such systems tackle the irregularities in power supply and allow an increased use of renewables for power production (Lasseter, 2007). The integration of two or
more power systems is complex, and without efficient utilization, the investment into such a system may not be rational (Fathima and Palanisamy, 2015). Therefore optimization models must be developed to ensure the most cost effective dispatch of energy from hybrid systems. In addition to this, lithium-ion batteries, which are the common battery of choice in hybrid systems, are expensive. The incorporation of battery degradation models in a dispatch optimization model for hybrid systems, can further improve the cost efficiency of the hybrid systems and increase net revenue. However, the development of battery degradation models is challenging as degradation is a function of decisions being made in the model, which includes
the charge and discharge of the battery. This results in a non-linear relationship which can be challenging to make linear and solve. The process also involves counting of cycles which requires analyzing a horizon of time steps which, in turn, increases the computational time of the model. This work attempts to overcome these challenges. In light of this, we have developed an optimization model for PV-plus-battery hybrid systems that also accounts for degradation of the battery and optimizes its use thereby extending its life. This is accomplished by developing a mixed-integer-nonlinear program that has been linearized and implemented with a rolling time horizon to reduce computational time. An equation characterizing capacity degradation of the battery with respect to certain key variables is developed. Finally, the model maximizes the revenue from electricity sales while also ensuring the most cost-effective usage of the battery.

**System description**

The system considered in this model can be seen in Figure 1.2 and consists of a PV system connected to the grid through an inverter and to a battery. The battery is connected to the grid through an inverter. The model considers the energy generated by the PV system and choose to send this energy to the grid or to the battery for storage. The model can choose to dispatch energy from the battery to the grid, while ensuring the net energy sent to the grid is below the grid limit.

The model in this work is only concerned with the power flow into the inverter and does not extend beyond that boundary. Therefore, we do not consider the internal working of the inverter, such as inverter losses or behavior. The system
considered in this model can be seen in Figure 1.2 within the dashed lines. The model limits the total power being sent to the inverter, and the power sent to the inverter is then sent to the grid. Therefore, in this model, the “grid limit” is synonymous with the “inverter limit.”

The degradation of the battery capacity is calculated for every charge and discharge action as a function of the starting and ending SOC for each charge or discharge cycle and the number of charge or discharge cycles that have occurred. These variables have been chosen based on literature associated with battery lifetime and degradation. The loss associated with the degradation of the battery capacity is considered by multiplying the fractional degradation with the cost of replacing the battery. The revenue made through the dispatch of power is calculated by multiplying the energy sent to the grid to the cost of electricity and to a revenue multiplier that differs every hour. The objective is to maximize the net profit obtained. Therefore, the model considers all the working variables (via a set of constraints), calculates the battery degradation and the cost associated with this degradation, subtracts this cost from the revenue made through energy dispatch, and maximizes the net profit. In doing so, it weighs the benefits of using the battery against the drawbacks of degrading the battery.
Figure 1.2: WORKING MODEL OF THE POWER GENERATING SYSTEM BEING CONSIDERED IN THIS THESIS. POWER GENERATED BY THE PV SYSTEM IS SENT TO THE GRID THROUGH THE INVERTER OR TO THE BATTERY FOR STORAGE. THE MODEL CAN DISPATCH POWER FROM THE BATTERY TO THE GRID THROUGH THE INVERTER AS LONG AS IT DOES NOT CROSS THE GRID LIMIT.
The work done in this thesis can broadly be divided into two areas of study: an optimization model for the dispatch of power for the entire system and a degradation model to quantify the capacity fade of the battery. Both the models are combined into a single dispatch optimization model that accounts for battery degradation. In the literature review, the first part focuses on previous work of optimization models incorporating battery degradation and how the model in this thesis differs from past work. The second part dwells on research into battery degradation and how various internal and external factors effect the degradation in the battery capacity.

Extensive research efforts are being channeled into developing optimization models integrating renewable energy into the grid system. Some of these models consider battery storage but set a maximum and minimum limit on the battery SOC (Ghorbanzadeh et al., 2019; Zhao et al., 2013). Therefore, the battery is used as desired, up to a designated value, and then stops. This is a heuristic method of optimization, and such methods are governed by pre-determined rules that do not guarantee solution optimality. SAM employs a heuristic approach to battery lifetime optimization in its dispatch model as well (DiOrio et al., 2018). It sets a maximum and minimum SOC, current and power for the charge and discharge of the battery respectively. In this method, the battery degradation is not being characterized in the optimization problem and therefore the optimum trade-off between profits made from battery discharge and the cost of replacing the battery at the end of life (EOL) is not established. Therefore, such models sacrifices optimality and accuracy for speed.
In the work of Maheshwari et al. (2020), degradation is calculated taking into consideration the rate at which current is charged or discharged from the battery and the SOC of the battery. The degradation of the battery due to current rate is determined by comparing it to degradation \( d_1^{1C} \) that will be caused in the battery for the same change of state at 1C current rate (obtained from experimental data). Therefore, the term \( d_1^{1C} \) accounts for variations in degradation due to different SOC as it assumes a different value for different SOC. The actual current rate is determined at every time interval and is translated into a scaling factor that assumes the value 1 at 1C rate and 0 at no load condition (0C). The degradation of the battery at each time step is determined as the product of the scaling factor and \( d_1^{1C} \). This work uses a multi-objective model. The model calculates the revenue obtained from dispatch of power and the degradation of the battery (as explained above). The revenue and the degradation are scaled to be of the same order of magnitude. Both the terms are multiplied by a weighting factor that varies from 0 to 1, wherein one term is multiplied by the complement of the other. Therefore, the revenue obtained by the model and the degradation of the battery establish an inverse weighting in the objective function. The weighting factor is varied from 0 to 1 in a parametric sweep to generate Pareto-optimal scheduling strategies. A number of different weighting factors are tested to calculate the profit obtained versus the degradation of the battery. In this method, the degradation of the battery is not added to the financial calculations and therefore the tradeoff between the cost associated with battery degradation and the profit from the storage of power is not being analyzed at every time step. Rather, a weighting factor decides the priority of the two values.
(revenue and degradation) in the objective function for the entire horizon and various weighting functions are calculated and compared to choose an optimum weighting factor.

Merei et al. (2013) models an off-grid hybrid PV–Wind–Diesel system with three different battery types: lead-acid, lithium-ion, and vanadium redox-flow. The lithium-ion battery model computes the voltage of one cell using the SOC, current rate and the temperature of the battery, based on the work of Buller et al. (2003). This model considers the effect of ageing of the battery. The battery capacity and cell resistance is updated and an ageing factor is calculated to determine when to replace the battery. The parameters and variables used in the work of Merei et al. (2013), to determine the aging of the battery are different from those used in this work. The present work considers battery aging based on a per cycle basis, whereas the work of Merei et al. (2013) uses current rate to determine the aging. In addition to this, temperature is not considered as a factor in this work, since the present work focuses on cyclic aging and not calendar aging. Finally, their work employs a genetic algorithm using Matlab and Simulink rather than an MILP optimization model.

Goodall et al. (2019) developed a model to optimize the design and dispatch of a microgrid consisting of batteries, PV and diesel generators. The model meets the power demand on the system while also incorporating the effect of temperature and battery capacity fade. It was found that at higher temperatures, battery resistance is lower. This improves the efficiency but also increases the capacity fade, thereby increasing overall operating costs. It was also noted that higher capacity fade
corresponds to an increase in objective function, while low values of capacity fade show negligible increase in objective function. While this model optimizes the use of the battery, it uses operational variables that differ from the work in this thesis to do so. The model does not optimize on a per-cycle usage but by using energy throughput. This is also the case in the work of Goebel et al. (2016).

Goebel et al. (2016) implements a highly detailed battery degradation model, characterizing both cyclic and calendar aging. The equations used in their paper are derived from accelerated lifetime tests of the battery available elsewhere in literature. Calendar aging is derived as a function of the duration in months, the storage temperature and the resting SOC of the battery. This relation was derived from the work of Swierczynski et al. (2015). The capacity fade of the battery due to cyclic aging is calculated based on an expression introduced by Wang et al. (2011). This equation relates the battery capacity fade to the battery capacity throughput, the surface temperature and the C-rate of the battery. The work of Goebel et al. (2016) differs from the work in this thesis, once again, in the fact that it does not optimize the model on a per-cycle basis. The degradation is characterized using different battery operational variables. In addition to this, Goebel et al. (2016) characterizes calendar aging and although this makes the model more detailed and accurate, it is computationally complex, hindering its use in long-term planning studies.

Different battery parameters and variables affect the degradation of the battery in different ways in battery lifetime optimization. A prominent factor differentiating the work in this paper from past work is that, in this work, the battery degradation
is calculated on a per cycle basis rather than using capacity throughput. The same value of capacity throughput can be achieved through a number of short cycles or a few longer cycles. The number of cycles and the start and end SOC of each cycle effects the battery degradation differently. This effect is not captured when battery degradation is calculated using capacity throughput. Therefore, calculating battery degradation on a per cycle basis allows for the more precise representation of battery degradation in terms of number of cycles and the start and end SOC of each cycle of the battery. In addition to this, when considering charge throughput in a battery degradation model, depth of discharge (DOD) has a negligible effect on degradation (Wang et al., 2011). This is not true when considering charge and discharge cycles, and DOD plays a significant role in the model discussed in this work.

Therefore our work attempts to design a power dispatch model that maximizes profits while optimizing the battery usage by incorporating the degradation relations in the constraints and objective function. The degradation of the battery is calculated based on variables identified in existing literature as being crucial in determining the life of the battery.

When designing any power system with storage for an application, one of the areas of high investment cost is batteries (Schoenung, 2011). Lithium-ion batteries are emerging as a commonly used grid-scale storage technology because of favorable characteristics such as high energy density, extended cycle life and their capability of operating over a large temperature range (Goodenough and Kim, 2010). However, with extended usage, the batteries undergo a reduction in capacity
and increase in internal resistance (Ouyang et al., 2016; Barré et al., 2013; Palacín and de Guibert, 2016; Lu et al., 2013). A large amount of effort is being devoted to developing techniques to understand and reduce the degradation of batteries, thereby extending their lifetime.

There are fundamentally two approaches for understanding the degradation of batteries: the theoretical method and the empirical method. The theoretical method explores the internal structure of the battery. Herein, aging of the battery is associated with side reactions occurring between the electrolyte and the electrodes (Kassem et al., 2012; Belt et al., 2011; Ploehn et al., 2004). Cycling-induced degradation is correlated to the fatigue of the solid electrolyte interphase layer due to the intercalation and de-intercalation of lithium in the graphite active material (Laresgoiti et al., 2015). Empirical methods, on the other hand, correlate operational characteristics such as the DOD and SOC to degradation (Xu et al., 2016; Millner, 2010; Ghorbanzadeh et al., 2019; Fortenbacher et al., 2014). However, there is an insufficient amount of information to link operation-level observations to the molecular-level degradation of lithium-ion batteries (Smith et al., 2014; Laresgoiti et al., 2015). Due to this lack of translatability between the two concepts, the empirical method is often used when designing optimization models for power systems. For the purpose of this thesis, as well, the empirical model is adopted.

There are two types of battery degradation: calendar aging and cyclic aging. Calendar aging is the permanent loss of battery capacity over time due to all processes that lead to degradation independent of charge or discharge of the battery. Calendar aging is predominantly due to the chemical degradation of the battery
induced at higher ambient temperatures and the SOC level at which the battery is allowed to rest at for a period of time (Xu et al., 2016). Cyclic aging is the degradation of the battery with every cycle of charging and discharging. Cyclic aging is affected by the DOD, SOC at the starting and ending of a charge cycle as well as the number of cycles completed by the battery. Ecker et al. (2014), shows that cyclic aging affects the capacity and resistance of a battery more drastically than calendar aging (Ecker et al., 2014) and is therefore further discussed below.

One of the factors that influences cyclic aging is DOD. Lower DOD increases the life of the battery (Wikner and Thiringer, 2018) and reduces the capacity fade. For example, when going from 100% DOD to 50% DOD, a four-fold improvement of cycle life is observed due to decreased capacity fade. Cycle life of a battery is the number of cycles (charge and discharge together being considered a single cycle) a battery can complete before it reaches EOL. In order to establish a more comparable term for varying DOD, EOL is also evaluated using equivalent full cycles which is the cumulative capacity discharge divided by the battery rated capacity. The reduced DOD also shows a three-fold improvement in expected number of equivalent full cycles (Guena and Leblanc, 2006). In addition, lower or higher SOC’s are seen to accelerate degeneration and reduce the life of batteries (Ecker et al., 2014; Wikner and Thiringer, 2018; Zheng et al., 2015). Finally, it has been found that minimizing the number of cycles of charge-discharge also reduces the amount of degradation of the battery (Bordin et al., 2017).

Therefore, this work develops an optimization model, formulated as a MILP, incorporating battery cyclic aging on a per-cycle basis. The battery degradation
model in this study penalizes high and low SOC and number of cycles of charge and discharge to correctly characterize the battery degradation. By incorporating this battery degradation model in the dispatch model, the objective function (the total profit) factors in the eventual cost of replacing the battery based on the degradation and the EOL of the battery. This is, therefore, a more accurate portrayal of the net profit.
In this thesis, we develop a rolling-time-horizon mixed-integer-linear optimization model for a hybrid system, with the objective of maximizing profits and minimizing the degradation of the battery and the cost associated with eventually replacing it. The model maximizes energy dispatched to the grid while not exceeding the grid interconnection limit. The system being considered for optimization consists of a solar PV system and an electrochemical battery. The entire system is connected to the grid for dispatch, but does not allow electricity purchase from the grid. The schematic of the system is shown in Figure 1.2 (on page 7). The optimization model is developed using Pyomo version 5.6.9 and solved using Gurobi version 9.1.0. The objective of the linear program is to maximize profits obtained from the dispatch of power. The data for the power generated by the PV system is obtained from System Advisor Model (SAM)’s PVWatts – Residential Model (Freeman et al., 2018). SAM is a software tool developed by the National Renewable Energy Lab (NREL) for predicting the productivity of integrated power plants over the course of a year using weather data from the National Solar Resource Database (Sengupta et al., 2018). It is a performance and financial model used to estimate the cost of energy and facilitates the decision-making process by making performance predictions in renewable power generating systems. The power generated at each hour by the PV system as modeled by SAM is shown in Figure 3.1, and this is used as an input in the hybrid optimization model being developed in this thesis.

The objective is to develop a model that decides the dispatch of the energy gener-
Figure 3.1: PV WATTS MONTHLY ENERGY PRODUCTION DATA PRODUCED BY SAM. THE POWER PRODUCED BY THE PV SYSTEM IN KWH FOR EACH MONTH OF THE YEAR IS GRAPHICALLY REPRESENTED.

ated by the system, maximizing the profitability, while considering the degradation of the battery due to cyclic aging.

The challenge in characterizing battery degradation exists in relating the operational variables to those associated with the aging of the battery. To accomplish this, we study experimental data from literature linking the prominent factors in use of a battery such as SOC, DOD and cycles completed, to the capacity of the battery. This
data is used to develop constraints relating the capacity of the battery to the starting and ending SOC of the battery and the number of cycles of charge and discharge. Each cycle of charge and discharge is evaluated, and the peaks and troughs of the graph are recorded using binary variables whose state corresponds to the SOC of the battery. This is collated to a single binary variable whose state reflects the start and end of a half-cycles, which is further used to calculate the loss in capacity of the battery. This loss is then incorporated in the objective function using a cost function. A rolling optimization approach is used with a time horizon of 36 hours and an update period of 24 hours. Larger horizons pose an increased computation time. Therefore, a 36 hour horizon was chosen to capture the next-day effects without an exorbitant computational time. Decisions are made within the problem horizon, but only 24 hours of decisions are registered in order to avoid “end effects.” The horizon then rolls forward by another 24 hours, and the optimization problem is again solved. This method is commonly used for day-ahead market scheduling.

**Mathematical model**

Table 3.1: SETS

<table>
<thead>
<tr>
<th>Symb.</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( T )</td>
<td>Set of all time steps in the optimization window ( {1 \ldots N_T} )</td>
</tr>
<tr>
<td>( \hat{T} )</td>
<td>Two-dimensional set of all time steps in the optimization window ( {t, t \ldots N_T} )</td>
</tr>
</tbody>
</table>

Sets: A set is the solution space of the problem and signifies all the possible points in the optimization window that satisfy the constraints in the problem. It is the
initial set of possible solutions which is further narrowed down by the model. Two sets have been established in this problem. The set $T$ is the set of time steps that run from 0 to $N_T$, wherein $N_T$ is equal to the time horizon used in the model. This set is applied to all the one-dimensional variables. Further, a second set $\hat{T}$ is defined relative to the first set ($T$). This set is used to represent two-dimensional variables that are defined by a combination of two time steps. The set $\hat{T}$ is defined as all the combinations of the time step $t$ and $t$ to $N_T$, as shown in Eq. 3.1.

$$\hat{T} = (t, \hat{t}) \forall \hat{t} \in \{t \ldots N_T\}, \forall t \in T$$  \hspace{1cm} (3.1)

Therefore, through this set, a single variable can be associated with two time steps. This has been established to be able to capture the time step for the start and end of a half-cycle in a single two-dimensional variable.

**Parameters:** Parameters are pre-defined inputs fed in the model. They are used to characterize the physical aspects of the system such as the cost of electricity ($K$) or the power produced by the PV system ($\dot{W}_t$). These values are fixed in the optimization window. The big $M$ is a number chosen to be larger than the greatest value that can be assumed by the variables associated with it in the constraint (Eq. (3.16)), that is, in this case, the battery degradation. The value of big $M$ depends on the greatest obtainable battery degradation (Eq.’s (3.14a-3.15b)). Therefore, the big $M$ value is determined as follows:
Table 3.2: PARAMETERS

<table>
<thead>
<tr>
<th>Symb.</th>
<th>Units</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Δ</td>
<td>-</td>
<td>(Fractional hours) time step duration</td>
</tr>
<tr>
<td>η</td>
<td>-</td>
<td>Charge or discharge efficiency</td>
</tr>
<tr>
<td>γ</td>
<td>-</td>
<td>Constant used in symmetry breaking</td>
</tr>
<tr>
<td>ε</td>
<td>-</td>
<td>Binary variable weighting constant</td>
</tr>
<tr>
<td>Ai</td>
<td>-</td>
<td>Battery degradation constraint (Eq. 3.14a-3.15b)</td>
</tr>
<tr>
<td>K</td>
<td>$/kW-hr</td>
<td>Baseline revenue for electricity sold</td>
</tr>
<tr>
<td>L</td>
<td>-</td>
<td>Allowable battery degradation before required replacement at EOL (fractional)</td>
</tr>
<tr>
<td>M</td>
<td>hrs</td>
<td>Big M</td>
</tr>
<tr>
<td>N_T</td>
<td>hrs</td>
<td>Magnitude of Set T</td>
</tr>
<tr>
<td>P</td>
<td>$</td>
<td>Cost of the battery</td>
</tr>
<tr>
<td>S^N</td>
<td>kW-hr</td>
<td>Initial battery capacity before any degradation</td>
</tr>
<tr>
<td>S</td>
<td>kW-hr</td>
<td>Battery capacity at the beginning of an optimization time horizon (updated over time)</td>
</tr>
<tr>
<td>S0</td>
<td>kW-hr</td>
<td>Energy in battery storage at the initial optimization time horizon time step</td>
</tr>
<tr>
<td>U_1</td>
<td>kW</td>
<td>Unit multiplier</td>
</tr>
<tr>
<td>W_t</td>
<td>kW</td>
<td>Power production from the PV system at time t</td>
</tr>
<tr>
<td>W^g</td>
<td>kW</td>
<td>Maximum power that the grid can accept</td>
</tr>
<tr>
<td>Z_t</td>
<td>-</td>
<td>Revenue multiplier for electricity sold at time t</td>
</tr>
</tbody>
</table>

\[ M = -A_1 \cdot 100 \cdot 0.5 - \frac{A_2 \cdot 0.5}{100} \]  

**Variables:** A number of continuous and binary variables have been introduced to appropriately model the physical constraints on the system and the degradation of the battery based on literature. The variables, their symbols, and their units are summarized in Table 3.3.
### Table 3.3: VARIABLES

<table>
<thead>
<tr>
<th>Symb.</th>
<th>Units</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\kappa_{t,\hat{t}}$</td>
<td>-</td>
<td>Degradation of the battery capacity value at every time step (fractional)</td>
</tr>
<tr>
<td>$\kappa^f_t$</td>
<td>-</td>
<td>Capacity of the battery at each time step $t$ (fractional)</td>
</tr>
<tr>
<td>$s_t$</td>
<td>kW-hr</td>
<td>Energy stored in battery at time $t$</td>
</tr>
<tr>
<td>$y_{t,i}$</td>
<td>-</td>
<td>Degradation of the battery capacity due to charge or discharge cycles (fractional)</td>
</tr>
<tr>
<td>$\dot{w}_t$</td>
<td>kW</td>
<td>Power from PV sent to the grid at time $t$</td>
</tr>
<tr>
<td>$\dot{w}_c^t$</td>
<td>kW</td>
<td>Power sent to charge battery at time $t$</td>
</tr>
<tr>
<td>$\dot{w}_d^t$</td>
<td>kW</td>
<td>Power from battery discharge at time $t$</td>
</tr>
</tbody>
</table>

**Binary variables**

<table>
<thead>
<tr>
<th>Symb.</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\beta_t$</td>
<td>1 if battery is discharging in time $t$, 0 otherwise</td>
</tr>
<tr>
<td>$\theta_t$</td>
<td>1 if battery is charging in time $t$, 0 otherwise</td>
</tr>
<tr>
<td>$f_t$</td>
<td>1 if battery is neither charging nor discharging in time $t$, 0 otherwise</td>
</tr>
<tr>
<td>$G_{t,\hat{t}}$</td>
<td>1 if $t, \hat{t}$ is the starting and ending point of a charge or discharge cycle respectively, 0 otherwise</td>
</tr>
</tbody>
</table>

$\dot{w}_t$ signifies the amount of power generated by the PV system that is sent to the grid. The model is also given the flexibility to send the power produced by the PV system to the battery and this is represented by $\dot{w}_c^t$. On the contrary, when the power produced by the PV system is below the grid limit, the power stored in the battery may be discharged and is represented by $\dot{w}_d^t$. The discharge of power to the grid from the battery also depends on the revenue multiplier parameter ($Z_t$). The model attempts to discharge the battery in the time steps with a higher revenue multiplier so as to maximize profits. $s_t$ is the amount of energy stored in the battery at time $t$ and is calculated based on the amount of power entering the battery ($\dot{w}_c^t$) and leaving the battery ($\dot{w}_d^t$).
To incorporate the battery degradation model, a number of binary variables have been defined. These, too, eventually affect the charge and discharge of the battery. \( \theta_t \) assumes the value of 1 for every time step in which battery charging is occurring and 0 otherwise. \( \beta_t \) assumes the value of 1 for every time step in which battery discharging is occurring and 0 otherwise. \( f_t \) assumes the value of 1 when neither charging nor discharging is occurring and 0 otherwise. It is essential to describe the action (charging, discharging, or steady) of the battery at every time step through these binary variables to facilitate tracking the time step in which charging or discharging begins and ends. These binaries (\( \theta_t, \beta_t \) and \( f_t \)) are used to identify battery cycles by constraining the values of a two-dimensional binary variable \( G_{t,\hat{t}} \). \( G_{t,\hat{t}} \) uses the other binary variables to assume the value 1 when \( t \) represents the start of charge or discharge cycle and \( \hat{t} \) represents the end of the corresponding charge or discharge cycle, respectively. \( G_{t,\hat{t}} \) takes the value of 0 in cases where a charge or discharge cycle does not start and end at \( t, \hat{t} \). In this manner, a single indexed variable establishes the presence of a charge or discharge half-cycle in its entirety. The equation characterizing \( G_{t,\hat{t}} \) (Eq.’s 3.12a-3.13d) is formulated such that a half-cycle with interspersed steady state periods \( (f_{t^*} = 1, \ t^* \in \{t \ldots \hat{t}\}) \), is accounted for as a single half-cycle rather than a number of half-cycles. \( G_{t,\hat{t}} \) then allows the identification of the starting and ending SOC of every half-cycle which is subsequently used to calculate the degradation of the battery, represented by the variable \( \kappa_{t,\hat{t}} \). The degradation that would be realized is calculated for every \( t, \hat{t} \) combination irrespective of whether or not that combination eventually represents a half-cycle, using the SOC at \( t \) and \( \hat{t} \) as the starting and ending SOC. \( \kappa_{t,\hat{t}} \) is then used
to constrain the continuous variable $y_{t,\hat{t}}$ which is 0 when no half-cycle is taking place and nonzero only when $t, \hat{t}$ represent the starting and ending point of a charging or discharging half-cycle. This is done using the big M ($M$). The big M ($M$) is used along with a binary variable (in this case, $G_{t,\hat{t}}$) in Eq. (3.16) to constrain the value of $y_{t,\hat{t}}$ based on whether the binary variable is true (1) or false (0). When $G_{t,\hat{t}}$ assumes the value 1, the big M value is multiplied by 0 allowing the value of $y_{t,\hat{t}}$ to be chosen by the model based on the $\kappa_{t,\hat{t}}$ value. When $G_{t,\hat{t}}$ assumes the value 0, the big M value is multiplied by 1 and being associated with a negative value, forces $y_{t,\hat{t}}$ to 0. This allows $y_{t,\hat{t}}$ to be conditional based on the value of $G_{t,\hat{t}}$. Finally, $\kappa_{f,t}$ is used to track the change in capacity of the battery at every time step with respect to the previous time step.

**Objective function:** In an optimization model, the objective is a function to be maximized or minimized subject to a number of constraints. In the current model, Eq. (3.3) is the objective function wherein the goal is to maximize profits and minimize battery replacement costs. The total energy sent to the grid from the battery or directly from the PV array is multiplied by the cost of electricity ($K$) and a revenue multiplier ($Z_t$). In addition, the degradation of the battery, $y_{t,\hat{t}}$ is calculated as the fraction of degradation with respect to the updated battery capacity ($S$) in every update period. This is converted to the fraction of degradation based on the initial battery capacity ($S^N$). Further, it is divided by the EOL ($L$) to calculate the fraction of allowable degradation. This is finally associated with a negative value and multiplied by a term representing the cost of replacing the battery ($P$). Further, the capacity of the battery at every time step, $\kappa_{f,t}$, is added to
maximize this value at every time step, to optimize battery usage. In this manner, $\kappa^t$, and $y_{t,t}$ favor maximizing the battery capacity and reducing the degradation of the battery, thereby increasing the lifetime of the battery. The other binary variables are intermediate variables and are added in the objective function to encourage them to act in a meaningful manner. These variables are the binary variables associated with the state of the battery and are $\theta_t$, $\beta_t$ and $f_t$. Finally $\gamma$ and $\epsilon$ are symmetry-breaking and weighting constants, respectively: $\gamma$ is used to favor power generated, being sent to the grid directly rather than power going to the grid through the discharge of the battery; $\epsilon$ is used to incentivize the desired state of the binary variables when equivalent solutions are present.

Maximize:

$$\sum_{t \in T} \left[ (\dot{w}_t + \gamma \cdot \dot{w}^d_t) \cdot Z_t - ((f_t + \theta_t + \beta_t) \cdot \epsilon - \kappa^t) \cdot U_1 \right] \cdot K$$

$$- \sum_{t, \hat{t} \in \hat{T}} \left[ y_{t,\hat{t}} \cdot \frac{P \cdot S}{L \cdot S^N} + G_{t,\hat{t}} \cdot K \cdot \epsilon \cdot U_1 \right]$$

(3.3)

**Constraints:** Following the objective function, a list of constraints must be defined. These are a number of mathematical conditions or restrictions that must be satisfied to ensure the model is functioning in a logical and realistic manner. They represent various physical limitations in a mathematical form and play a very important role in impacting the decision variables.

Power dispatch constraints:
\[\dot{w}_t + \dot{w}_t^d \leq W^g \quad \forall \ t \in T \quad (3.4)\]

\[
(\dot{w}_t^c \cdot \eta - \frac{\dot{w}_t^d}{\eta}) \cdot \Delta = s_t - s_{(t-1)} \quad \forall \ t \in T : t \geq 2
\quad (3.5a)
\]

\[
(\dot{w}_1^c \cdot \eta - \frac{\dot{w}_1^d}{\eta}) \cdot \Delta = s_1 - S_0
\quad (3.5b)
\]

\[s_t \leq S \quad \forall \ t \in T \quad (3.6)\]

\[\dot{w}_t + \dot{w}_t^c \leq \dot{W}_t \quad \forall \ t \in T \quad (3.7)\]

Eq.’s (3.3-3.24) represent the basic optimization model developed. The constraints span from Eq.’s (3.4-3.24). Some of the constraints have been split into parts a and b to account for the first or last time step wherein certain variables assume the value 0. Eq. (3.4) ensures that the sum of power from the PV system (\(\dot{w}_t\)) and that from the battery discharge (\(\dot{w}_t^d\)) is less than the grid limit for all time steps. In Eq. (3.5a), power entering (\(\dot{w}_t^c\)) and leaving (\(\dot{w}_t^d\)) the battery translates into the energy stored in the battery (\(s_t\)) for every time step greater than 1. The first time step is accounted for by Eq. (3.5b). Eq. (3.6) ensures that the battery SOC (\(s_t\)) does not exceed the maximum capacity of the battery (\(S\)). The total power is conserved through Eq. (3.7).
Battery cycle constraints:

\[
s_t - s_{t-1} \leq \min(S, \dot{W}_t) \cdot \theta_t \; \forall \; t \in T : t \geq 2 \tag{3.8a}
\]

\[
s_1 - S_0 \leq \min(S, \dot{W}_1) \cdot \theta_1 \tag{3.8b}
\]

\[
s_{t-1} - s_t \leq \min(S, \dot{W}^g) \cdot \beta_t \; \forall \; t \in T : t \geq 2 \tag{3.9a}
\]

\[
S_0 - s_1 \leq \min(S, \dot{W}^g) \cdot \beta_1 \tag{3.9b}
\]

\[
f_t \cdot S \geq 1 + s_t - s_{t-1} - \beta_t \cdot \min(S, \dot{W}^g)
- \theta_t \cdot \min(S, \dot{W}_t) \; \forall \; t \in T : t \geq 2 \tag{3.10a}
\]

\[
f_1 \cdot S \geq 1 + s_1 - S_0 - \beta_1 \cdot \min(S, \dot{W}^g)
- \theta_1 \cdot \min(S, \dot{W}_1) \tag{3.10b}
\]

\[
\theta_t + \beta_t + f_t \leq 1 \; \forall \; t \in T \tag{3.11}
\]
\[ G_{t, \hat{t}} \geq (\beta_{t-1} - \beta_t) + (\beta_{i+1} - \beta_i) + \sum_{i \in \{t \ldots i\}} (\theta_i + f_i) - (\hat{t} - t) - 2 \]
\[ \forall t, \hat{t} \in \hat{T} : t \geq 2, \hat{t} \leq N_T - 1 \]  
(3.12a)

\[ G_{1, \hat{t}} \geq (-\beta_1) + (\beta_{i+1} - \beta_i) + 1 \cdot \frac{\sum_{t' \in \{1 \ldots \hat{t}\}} (\theta_{t'})}{N_T} + \sum_{t \in \{1 \ldots \hat{t}\}} (\theta_i + f_i) - (\hat{t} - 1) - 2 \]
\[ \forall t, \hat{t} \in \hat{T} : t = 1, \]  
(3.12b)

\[ G_{1, N_T} \geq (\beta_{t-1} - \beta_1) + (-\beta_{N_T}) + 1 \cdot \frac{\sum_{t' \in \{1 \ldots N_T\}} (\theta_{t'})}{N_T} + \sum_{i \in \{t \ldots N_T\}} (\theta_i + f_i) - (N_T - t) - 2 \]
\[ \forall t, \hat{t} \in \hat{T} : \hat{t} = N_T, \]  
(3.12c)

\[ G_{1, N_T} \geq (-\beta_1) + (-\beta_{N_T}) + 2 \cdot \frac{\sum_{t' \in \{1 \ldots N_T\}} (\theta_{t'})}{N_T} + \sum_{i \in \{1 \ldots N_T\}} (\theta_i + f_i) - (N_T - 1) - 2 \]  
(3.12d)
\[
G_{t,i} \geq (\theta_{t-1} - \theta_t) + (\theta_{t+1} - \theta_i) \\
+ \sum_{i \in \{t - i\}} (\beta_i + f_i) - (\hat{t} - t) - 2 \\
\forall \ t, \hat{t} \in \hat{T} : t \geq 2, \hat{t} \leq N_T - 1 
\]

Equations (3.13a)

\[
G_{1,\hat{t}} \geq (-\theta_1) + (\theta_{\hat{t}+1} - \theta_\hat{t}) \\
+ 1 \cdot \frac{\sum_{t' \in \{1...\hat{t}\}} (\beta_{t'})}{N_T} \\
+ \sum_{i \in \{t...N_T\}} (\beta_i + f_i) - (\hat{t} - 1) - 2 \\
\forall \ t, \hat{t} \in \hat{T} : t = 1, 
\]

Equations (3.13b)

\[
G_{t,N_T} \geq (\theta_{t-1} - \theta_t) + (-\theta_{N_T}) \\
+ 1 \cdot \frac{\sum_{t' \in \{t...N_T\}} (\beta_{t'})}{N_T} \\
+ \sum_{i \in \{t...N_T\}} (\beta_i + f_i) - (N_T - t) - 2 \\
\forall \ t, \hat{t} \in \hat{T} : \hat{t} = N_T 
\]

Equations (3.13c)

\[
G_{1,N_T} \geq (-\theta_1) + (-\theta_{N_T}) \\
+ 2 \cdot \frac{\sum_{t' \in \{1...N_T\}} (\beta_{t'})}{N_T} \\
+ \sum_{i \in \{1...N_T\}} (\beta_i + f_i) - (N_T - 1) - 2 
\]

Equations (3.13d)

Equations (3.8a-3.8b) and Eq.’s (3.9a-3.9b) determine the binary variable value for charge \((\theta_t)\) and discharge \((\beta_t)\) respectively. Eq.’s (3.10a-3.10b) represents the binary variable for steady state \((f_t)\), that is, neither charge nor discharge. This is done by comparing the SOC of the battery (represented by \(s_t\)) in the time step \(t\),
with the SOC of the battery in the previous time step. If the SOC is greater in \( t \) than in \( t - 1 \) it signifies charging of the battery and \( \theta_t \) assumes the value 1. If not, \( \theta_t \) assumes the value 0. The similar occurs for \( \beta_t \), except a reduce in SOC of the battery results in \( \beta_t \) assuming the value 1. No change in SOC from one time step to the next results in \( f_t \) attaining the value of 1. Eq. (3.11) ensures that the charge, discharge and steady state binary variables do not assume the value of 1 in the same time step. Eq.’s (3.12a-3.12d) and (3.13a-3.13d) introduce and evaluate the binary variables \( G_{t,i} \). Eq. (3.12a) ensures \( G_{t,i} \) attains the value of 1 for every \( t, \hat{t} \) combination in which charging takes place. Similarly, Eq. (3.13a) represents \( G_{t,i} \) for the discharge half cycles. Eq.’s (3.12b-3.12d) and Eq.’s (3.13b-3.13d) represents \( G_{t,i} \) at different combination of time step \( t = 0 \) and \( \hat{t} = N_T \). The \( G_{t,i} \) constraint has been developed such that the end of a charge cycle is considered the beginning of a discharge cycle and the beginning of a charge cycle is the end of discharge. The similar is true for the a charge cycle. Since one half-cycle depends on the half-cycle before and after it, the first and last cycle must be handled differently. To accommodate this, Eq.’s (3.12b-3.12d) and Eq.’s (3.13b-3.13d) have been introduced.
Battery Degradation Constraints:

\[
\kappa_{t, \hat{t}} \geq -(A_0 \cdot s_{t-1} + A_1 \cdot s_t) \\
- A_1 \cdot S \cdot (1 - \frac{\sum_{t' \in \{t, \ldots, \hat{t}+1\}} (\theta_{t'} + f_{t'})}{\hat{t} - (t + 1)}) \cdot \frac{0.5}{S} \\
- \frac{A_2 \cdot 0.5 \cdot G_{t, \hat{t}}}{100\%} \forall t, \hat{t} \in \hat{T} : t \geq 2 
\] (3.14a)

\[
\kappa_{1, \hat{t}} \geq -(A_1 \cdot s_{\hat{t}}) \\
- A_1 \cdot S \cdot (1 - \frac{\sum_{t' \in \{1, \ldots, \hat{t}+1\}} (\theta_{t'} + f_{t'})}{\hat{t} - 2}) \cdot \frac{0.5}{S} \\
- \frac{A_2 \cdot 0.5 \cdot G_{1, \hat{t}}}{100\%} \forall t, \hat{t} \in \hat{T} : t = 1 
\] (3.14b)

\[
\kappa_{t, \hat{t}} \geq -(A_1 \cdot s_{t-1} + A_0 \cdot s_t) \\
- A_0 \cdot S \cdot (1 - \frac{\sum_{t' \in \{t, \ldots, \hat{t}+1\}} (\beta_{t'} + f_{t'})}{\hat{t} - (t + 1)}) \cdot \frac{0.5}{S} \\
- \frac{A_2 \cdot 0.5 \cdot G_{t, \hat{t}}}{100\%} \forall t, \hat{t} \in \hat{T} : t \geq 2 
\] (3.15a)

\[
\kappa_{1, \hat{t}} \geq -(A_0 \cdot s_{\hat{t}}) \\
- A_0 \cdot S \cdot (1 - \frac{\sum_{t' \in \{1, \ldots, \hat{t}+1\}} (\beta_{t'} + f_{t'})}{\hat{t} - 2}) \cdot \frac{0.5}{S} \\
- \frac{A_2 \cdot 0.5 \cdot G_{1, \hat{t}}}{100\%} \forall t, \hat{t} \in \hat{T} : t = 1 
\] (3.15b)
\[ y_{t,\hat{t}} \geq \kappa_{t,\hat{t}} - M \cdot (1 - G_{t,\hat{t}}) \quad \forall \ t, \hat{t} \in \hat{T} \tag{3.16} \]
\[
\kappa_t^f \begin{cases} 
1 & : t = 1 \\
\leq 1 - \sum_{t' \in \{0...t\}} (y_{t',t}) & \forall \ t \in T : t \geq 2
\end{cases} \tag{3.17}
\]

Equations (3.14a-3.15b), have been derived from the data produced in the research studies of Wikner and Thiringer (2018). A graph of the percentage of retention of capacity of the battery versus the number of cycles of the battery for various start and end SOC is used to derive a relation between the variables and the degradation percent of the battery. This relation is expressed in Eq.’s (3.14a -3.15b) and it calculates the fractional capacity degradation of the battery for every \( t, \hat{t} \) combination. The equation is divided by 100 to convert it from a degradation percent to fractional degradation. Since this is calculated for each half-cycle (charge or discharge) the number of cycles term is chosen as 0.5 representing one half-cycle. Separate equations are required to evaluate the value of degradation due to charging of the battery and discharging of the battery. Equation (3.14a) represents the degradation due to charging for all values of \( t \) greater than 1. Eq. (3.14b) represents the degradation due to charging for \( t \) equal to 1. The similar is represented by Eq.’s (3.15a-3.15b) for degradation due to discharge of the battery. \( \kappa_{t,\hat{t}} \) attains a value of degradation for every \( t, \hat{t} \) combination irrespective of whether degradation actually occurs in the particular \( t, \hat{t} \) combination or not. Therefore, \( \kappa_{t,\hat{t}} \) cannot be used directly in the objective function to account for degradation of the battery. This is made further applicable through Eq. (3.16) wherein \( y_{t,\hat{t}} \) assumes a value for capacity degradation for every \( t, \hat{t} \) combinations where charge or discharge is
occurring and 0 for every other combination.

Finally, $\kappa_t^f$ has been established to maintain a comprehensive value of degradation at every time step and is calculated using $y_{t,i}$, in Eq. (3.17). This term reflects the battery capacity independently for every time step, with respect to the battery capacity of the previous time step and is not a progressive total capacity.

Cuts:

\[
\sum_{t' \in \{0...t\}} (G_{t',t}) \leq O_t + B_t + f_t \quad \forall \ t \in T \tag{3.18}
\]
\[
\theta_t \leq \dot{w}_t^c \quad \forall \ t \in T \tag{3.19}
\]
\[
\theta_t \cdot W_t \geq \dot{w}_t^c \quad \forall \ t \in T \tag{3.20}
\]
\[
\beta_t \leq \dot{w}_t^d \quad \forall \ t \in T \tag{3.21}
\]
\[
\beta_t \cdot S \geq \dot{w}_t^d \quad \forall \ t \in T \tag{3.22}
\]

Non-negativity Constraints:

\[
0 \leq \theta_t, \ \beta_t, \ G_{t,i} \leq 1 \quad \forall \ t, \hat{t} \in \hat{T} \tag{3.23}
\]
\[
\dot{w}_t, \ \dot{w}_t^c, \ \dot{w}_t^d, \ s_t, \ \kappa_{t,i}, \ y_{t,i}, \ \kappa_t^f \geq 0 \quad \forall \ t, \hat{t} \in \hat{T} \tag{3.24}
\]

A number of cuts have been added to the model as seen in Eq.’s (3.18-3.22). These do not effect the working of the model but are incorporated to reduce the variable space of the problem, thereby reducing the computational time. Eq. (3.18)
states that there cannot be multiple half-cycles ending on the same time step. Eq.’s (3.19) and (3.21) ensure that the binary variables of charge ($\theta_t$) or discharge ($\beta_t$) can take up the value 1 only when charging or discharging respectively, is actually occurring. Eq.’s (3.20) and (3.22) further link the charging and discharging binary variables to the power entering ($\dot{w}_t^c$) and leaving ($\dot{w}_t^d$) the battery respectively.

Finally, Eq. (3.23) & (3.24) are the non-negativity constraint that ensures none of the variables assume negative values.

**Rolling time horizon and refinement of the model**

The model uses a rolling time horizon so as to reduce the computational time and level of complexity. Further, the rolling time horizon allows us to refine the model by updating certain values for each period. In the model, an update period of 24 hours and a horizon of 36 hours are chosen. An update period of 24 hours is chosen due to the cyclic nature of PV systems, which are dependent on the sun and therefore, are repetitive each day. A horizon of 36 hours captures the next-day effects while limiting the large computational time that can be a result of longer horizons. The model calculates the capacity degradation of the battery. For each update period, the remaining capacity of the battery after degradation due to usage is calculated and stored as the new capacity of the battery. This new capacity value is updated in the model as the capacity of the battery for the next update period. In this manner, the optimization model uses more realistic battery capacity values, rather than using a single initial value for an entire year of data. The equation used
to calculate the capacity after degradation for each update period is:

$$S_{\text{new}} = S_{\text{old}} \cdot (1 - \text{Degradation})$$  \hfill (3.25)

where $S_{\text{new}}$ (kWh) is the new capacity of the battery after degradation, $S_{\text{old}}$ (kWh) is the capacity of the battery before degradation, and Degradation is the fractional degradation of the battery in the latest update period.

The optimization model is formulated with an objective function in Eq. (3.3) that incorporates symmetry-breaking terms. However, these terms do not have any physical meaning, and an alternate objective is devised that better characterizes the desired outcome from the model. This objective function is stated in Eq. (3.26) and is calculated retrospectively for every update period. The revenue made by power sent to the grid is calculated in a similar fashion as in the optimization model. The cost due to degradation of the battery is calculated by taking the initial battery capacity as an output from the model for every update period, calculating the new capacity due to degradation, and finding the difference. This is then multiplied by a cost factor, calculated based on the cost of eventually replacing the battery. Further, this cost of degradation is integrated into the objective function.

$$\sum_{t \in T} \left\{ (\dot{w}_t + \gamma \cdot \dot{w}_t^d) \cdot K \cdot Z_t \right\} - \left( \frac{S_{\text{old}} - S_{\text{new}}}{S} \right) \cdot \frac{\text{CB}}{1 - L} \hfill (3.26)$$

where $S$ (kWh) is the initial capacity of the battery, CB ($) is the cost of the battery, and L is the fractional EOL of the battery.

Eq.’s (3.25-3.26) are calculated in the post-processing after every update period
and are entered as parameters in the optimization model for the subsequent time period. Updating the new battery capacity due to degradation allows for a more realistic portrayal of the battery degradation as time progresses. Additionally, the post-processing objective (Eq. 3.26) more accurately calculates the net revenue. Therefore, both these equations help refine the model.

**Linearizing non-linear nature of battery degradation**

In addition to this, this work is being improved by introducing a multiplication factor to further increase the accuracy of the equation calculating degradation of the battery, by accounting for non-linear tendencies in the relation (Eq’s (3.14a-3.15b)). This factor is to be derived by equating the slope of Eq’s (3.14a-3.15b), multiplied by this factor \(x\), to the slope of a similar equation including a term consisting of the square of the number of cycles completed. On re-arranging this equation, the following is obtained:

\[
x = \frac{A'_0 \cdot \text{SOC}_{\text{start}} + A'_1 \cdot \text{SOC}_{\text{end}} + A'_2 + A'_3 \cdot \text{cycles}}{A_0 \cdot \text{SOC}_{\text{start}} + A_1 \cdot \text{SOC}_{\text{end}} + A_2}
\] (3.27)

\(A'_{0,3}\) and \(A_{0,2}\) are constants. \(\text{SOC}_{\text{start}}\) and \(\text{SOC}_{\text{end}}\) are the starting and ending SOC, and \(\text{cycles}\) refers to the number of half-cycles completed. This multiplication factor accounts for long-term nonlinearity in the degradation graph by changing the slope of the equation over time. This allows the nonlinear nature of the graph of capacity versus the number of cycles of the battery for various start and end SOC to be accounted for in a linear manner within a given optimization horizon. The value of \(x\) will be updated in every update period since the slope changes with the
number of cycles of use.

Eq. (3.27) is calculated for every update period in the rolling time horizon and is fed into the model for the subsequent time period to more precisely portray the losses faced due to degradation. This method is yet to be applied in the model and has not been included in the current results. Further work will guarantee the viability of this approach.

**Varied length of the two-dimensional set**

With larger time horizons, it was realized that the two-dimensional set (\( \hat{T} \)) resulted in a large computational time. The presence of three two-dimensional variables \((G_{t,\hat{t}}, \kappa_{t,\hat{t}}, y_{t,\hat{t}})\) resulted in a large number of variables to run through all \( t, \hat{t} \) combinations where \( t, \hat{t} \in \hat{T} \). The two-dimensional variables were established to capture the time step in which the charge or discharge cycle begins \( (t) \) and ends \( (\hat{t}) \), in a single variable. This further facilitates the calculation of the degradation of the battery for every half-cycle, using the SOC at the start and end of the charge or discharge cycle. It was observed that more than one half-cycles took place in a single horizon and therefore, each half cycle typically lasted less than the length of the horizon \( (N_T) \). Therefore, to reduce the computational time, the optimization window of the two dimensional set was reduced. \( \hat{T} \) was defined as the two-dimensional set of all time steps in the optimization window \( \{t, t \ldots \min(t + ts, N_T)\} \). A number of \( ts \) values were experimented with, such that \( t + ts < N_T \). In this method, the number of \( t, \hat{t} \) combinations of the two-dimensional variables where significantly reduced. This in turn, reduced the computational time considerably. However, this resulted
in the model intentionally increasing the duration of many of the half-cycles so as to exclude them from the optimization window of the two-dimensional variables. Therefore, the start and end of the half-cycle could not be identified by a single variable and the model did not register the presence of these cycles. In turn, the model could not account for the degradation caused due to these unidentified cycles, resulting in an incorrect battery capacity and objective value. Further work is being done to constraint the half-cycles to take place within the optimization window. This has shown potential, yet requires additional efforts to perfect. Other alternatives, wherein longer half-cycles can be accounted for without sweeping through the entire horizon, are being explored as well.

**“Rainflow” cycle counting method**

The battery profile generated from the power generation system is irregular. When handling an irregular profile, a counting algorithm is necessary. The rainflow algorithm (Figure 3.2) is a commonly used method to count number of cycles over a time horizon, especially in structural engineering for fatigue analysis, mechanical vibration applications and power generation systems (Dragičević et al., 2014). The rainflow algorithm allows the irregular cycle to be divided into a number of regular cycles and categorizes each division based on the required property or feature (Sangwongwanich et al., 2017). For a battery profile, the rainflow algorithm allows the convenient categorizing of cycles based on starting SOC and ending SOC. The rainflow counting method uses the local maxima and minima to generate equivalent cycles. Therefore, it is conventionally used considering an entire time history of
load as the input, wherein the maximum and minimum values can be identified (Musallam and Johnson, 2012). This makes real-time applications of the rainflow algorithm difficult, since all the data must be presented to be able to locate the points of interest. The formulation of a real-time rainflow algorithm results in a recursive function, which further makes it difficult to implement in an optimization problem (Rosewater et al., 2019).

To understand the effect of this method and gauge its requirement, considering the challenges accompanying it, a nonlinear rainflow algorithm code is developed. This is further compared to a conventional cycle counting method. The rainflow method counts as a half-cycle, the sequence of actions contained within the minimum and maximum SOC for the current dataset (points ‘D-G’ in Figure 3.2). Once a half-cycle is identified, the data within the points is again evaluated to identify minimum and maximum SOC (points ‘E-E’), with each pair corresponding to another half-cycle. This process is repeated recursively until no further points remain within each root evaluation. The battery capacity fade due to charge cycles for a number of sample battery profiles is calculated using each counting method and the difference in capacity fade is found.

**Conventional cycle counting method**

The conventional cycle counting method is an intuitive way to characterize cycling from a battery profile. The battery profile consists of charge half cycles and discharge half cycles. The starting point of each half cycle is chosen as the starting SOC and the ending point of each half cycle as the ending SOC, as seen in Figure 3.3. These
Figure 3.2: RAINFLOW CYCLE COUNTING METHOD. THE GRAPH SHOWS A BATTERY PROFILE AND HOW IT WOULD BE ANALYZED USING THE RAINFLOW ALGORITHM. THE TABLE FURTHER GROUPS THE DATA INTO FULL CYCLES AND REMAINING HALF CYCLES.

<table>
<thead>
<tr>
<th>Points</th>
<th>SOC Range</th>
<th>Cycles</th>
</tr>
</thead>
<tbody>
<tr>
<td>A-B</td>
<td>0.3</td>
<td>0.5</td>
</tr>
<tr>
<td>C-G</td>
<td>0.8</td>
<td>0.5</td>
</tr>
<tr>
<td>E-F + F-E</td>
<td>0.3</td>
<td>1</td>
</tr>
<tr>
<td>G-</td>
<td>0.8</td>
<td>0.5</td>
</tr>
<tr>
<td>B-C</td>
<td>0.4</td>
<td>0.5</td>
</tr>
<tr>
<td>D-G</td>
<td>0.9</td>
<td>0.5</td>
</tr>
<tr>
<td>H-</td>
<td>0.6</td>
<td>0.5</td>
</tr>
</tbody>
</table>
are used in the equation to calculate the remaining capacity of the battery. Since
the optimization occurs in real-time, the variable for number of cycles is accounted
for as a half cycle. The starting and ending point of each half cycle can be seen in
the Figure 3.3.

![Graph showing battery profile and cycle counting method](image)

<table>
<thead>
<tr>
<th>Points</th>
<th>SOC Range</th>
<th>Cycles</th>
</tr>
</thead>
<tbody>
<tr>
<td>A-B</td>
<td>0.3</td>
<td>0.5</td>
</tr>
<tr>
<td>C-D</td>
<td>0.8</td>
<td>0.5</td>
</tr>
<tr>
<td>E-F</td>
<td>0.3</td>
<td>0.5</td>
</tr>
<tr>
<td>G-H</td>
<td>0.8</td>
<td>0.5</td>
</tr>
<tr>
<td>B-C</td>
<td>0.4</td>
<td>0.5</td>
</tr>
<tr>
<td>D-E</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>F-G</td>
<td>0.7</td>
<td>0.5</td>
</tr>
<tr>
<td>H-I</td>
<td>0.6</td>
<td>0.5</td>
</tr>
</tbody>
</table>

Figure 3.3: THE GRAPH SHOWS A BATTERY PROFILE AND DEMONSTRATES
THE CONVENTIONAL CYCLE COUNTING METHOD TO ANALYZE THE START
AND END POINTS OF EACH CHARGE OR DISCHARGE CYCLE.
Algorithm 1: REGULAR CYCLE COUNTING METHOD

Input: Battery profile;
def Regular(i, v, O_charge, max_charge, val, p):
    for e in range of(0, len(O_charge)) do
        SOC_charge = O_charge[e][1] - O_charge[e][0]
        change_in_val_charge.append((O_charge[e][0], O_charge[e][1], SOC_charge))
    end

Rolling time horizon optimization model

The rolling time horizon is an approach used to reduce the computation time on mathematical models having long time horizons (Marquant et al., 2015). This approach solves the problem in a periodic manner. In this method, the problem is split into a number of smaller time periods or horizons. However, the horizon must be selected appropriately, based on repetitive patterns in the data, so as to ensure the validity of the results. The method of the rolling time horizon can be understood from Figure 3.4. In the figure, \( H \) denotes the length of a horizon, which is the number of time steps over which the model would be solved. From the data produced by the model, for the time horizon \( H \), the information for the time period \( U \) (the update period) is stored. Therefore, the decisions made for time period \( U \), are taking in consideration the scheduling and occurrences of the larger time period \( H \). The time horizon is then rolled by the update period \( U \) and this process is repeated for the total number of time steps.

Through the rolling time horizon approach, the computational load of the model is significantly reduced into smaller sections. In addition to this, by having a larger horizon than the update period, we ensure that optimization decisions
Algorithm 2: RAINFLOW ALGORITHM

Input: Battery state of charge profile;
def rainflow(i, v, O_charge, max_charge_val, p):
    while p < v and p > i do
        if O_charge[i][0] ≥ O_charge[p][0] then
            k ← i while k > i and k < p do
                if (O_charge[k][1] > max_charge_val) then
                    max_charge_val ← O_charge[k][1]
                    val ← k
                end
            end
            k ← k + 1
            SOC_charge ← (max_charge_val - O_charge[i][0])
            APPEND(change_in_val_charge, [O_charge[i][0], max_charge_val, SOC_charge])
            i ← i+1; p←i+1; m ← i;
            max_charge_val ← 0
        end
    end
    max_charge_val ← 0
    while m ≥ i and m < (val+1): do
        if O_charge[m][1] ≥ O_charge[i-1][1]: then
            maximum ← O_charge[i-1][1]
            if (m-i)=0: then
                SOC_charge ← (maximum - O_charge[i][0])
                APPEND(change_in_val_charge, [O_charge[i][0], maximum, SOC_charge])
                i ← i+1; p ← i+1
            else
                minimum ← O_charge[i][0]
                x ← i+1
                while x > i and x < (m+1): do
                    if O_charge[x][0] < minimum: then
                        minimum ← O_charge[x][0]
                    end
                    x ← x+1
                end
            end
            if O_charge[i][0] = minimum: then
                SOC_charge ← (maximum - O_charge[i][0])
                APPEND(change_in_val_charge, [O_charge[i][0], maximum, SOC_charge])
                i ← i+1; p ← i+1;
                t,w,q ← rainflow(i, m+1, O_charge, 0, p); // Recursive entry point
                i ← w; p ← q;
                SOC_charge ← (O_charge[i-1][1] - O_charge[i][0])
                APPEND(change_in_val_charge, [O_charge[i][0], maximum, SOC_charge])
                i ← i+1; p ← i+1;
            end
        else
            t,w,q ← rainflow(i, m+1, O_charge, 0, p); // Recursive entry point
            i ← w; p ← q;
            SOC_charge ← (maximum - O_charge[i][0])
            APPEND(change_in_val_charge, [O_charge[i][0], maximum, SOC_charge])
            i ← i + 1; p ← p+1;
        end
    end
    m ← m+1
    return [change_in_val_charge, i, p]
Figure 3.4: ROLLING TIME HORIZON OPTIMIZATION DESCRIPTION.

can incorporate future events and reduce the “end effects” of solving the model piecewise, compared to computing the model for the update period alone. However, the use of a rolling time horizon can compromise the accuracy of the results to a certain extent (GLOMB et al., 2010). To reduce this inaccuracy, the horizon should be selected with care. For a PV optimization model, the regularity in the energy produced makes it easier to select a time horizon that reduces the level of inaccuracy. Therefore, by adopting this method, the computation time of the model is significantly reduced, improving the applicability and accessability of the model.
In this thesis, two main factors are tested: (a) the comparison between the rainflow algorithm and the conventional cycle counting algorithm, and (b) the results of the dispatch optimization model developed in this work. The approach used for cycle counting in the optimization model depends on the results of the comparison of the two counting algorithms. Hence, this is discussed prior to the final results of the optimization model.

**Comparison and verification of conventional cycle counting method**

A battery charge and discharge profile generated from SAM’s PVWatts-Battery Residential model is used as an input (Figure 4.1) and the number of charge cycles and other associated variables are counted using the rainflow algorithm and the conventional cycle counting method. This was done for one year worth of data, using hourly time steps. The capacity of the battery after degradation due to charge cycles is calculated for time periods ranging from one week to 52 weeks at one week intervals, using both the rainflow algorithm and the conventional cycle counting method. The results are plotted in Figure 4.2. Further, the difference in final capacity of the battery after degradation due to charge cycles for various durations of usage is also tabulated (Figure 4.2).

When comparing the two cycle counting methods, the total number of cycles counted by each method should ideally be the same, and this was proven to be true.
Figure 4.1: BATTERY PROFILE GENERATED BY SAM’S PV WATTS-BATTERY RESIDENTIAL MODEL SHOWING THE SOC % OF THE BATTERY FOR EVERY HOUR FOR A PERIOD OF FIVE DAYS.

The difference essentially lies in the points identified as the starting and ending SOC for each cycle. This influences the capacity of the battery after degradation due to the fact that start and end SOC are terms in the equation used to calculate the final capacity of the battery (Eq.’s (3.14a-3.15b)). On observing Figure 4.2, however, it can be seen that the difference in final capacity of the battery for various durations, considering charge cycles, is very small. The average difference in SOC identified by the two methods is 1.6% – an amount that has a nearly insignificant effect on the capacity degradation of the battery. Over a duration of a year, the difference in capacity degradation of the battery due to charge cycles using the two
Figure 4.2: CAPACITY PERCENT OF THE BATTERY FOR VARYING DURATION OF ANALYSIS USING RAINFLOW ALGORITHM AND CONVENTIONAL COUNTING METHOD TO CALCULATE DEGRADATION OF THE BATTERY AND THE DIFFERENCE BETWEEN THE TWO.

cycle counting methods is seen to be 0.044%. Therefore, it is observed that the use of the conventional cycle counting method for this battery type and application does not sacrifice accuracy while reducing the computational and coding complexity significantly. This is mostly due to the fact that the rainflow algorithm is especially beneficial in studies where cycles are grouped based on a certain parameter or variables. In many battery degradation studies, the battery degradation is calculated based on certain other variables (such as energy throughput), which requires
careful categorizing. In this work, however, the battery degradation is calculated on a per-cycle basis. Therefore, the difference between the rainflow algorithm and the conventional cycle counting method is not significantly felt. Hence, for the model developed in this thesis, the conventional cycle counting method is selected to analyze the battery profile.

**Base-case optimal scheduling results**

The dispatch optimization model developed in this thesis is tested using model data produced by SAM as the input power generated by the hypothetical PV system. The model is run for a time horizon of 36 hours as well as 24 hours (for comparison purposes) and an update period of 24 hours over the course of one year. Upon completion, the model provides the final capacity of the battery after degradation and the objective function (that maximizes the profits) as results.

Specific solver setting were used in Gurboi to reduce the computational time of the model. These were as follows:

<table>
<thead>
<tr>
<th>Solver Settings</th>
<th>Set Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parallel threads</td>
<td>4</td>
</tr>
<tr>
<td>Cuts</td>
<td>3</td>
</tr>
<tr>
<td>MIPGap</td>
<td>0.01</td>
</tr>
<tr>
<td>Time limit</td>
<td>360 seconds</td>
</tr>
</tbody>
</table>

The number of parallel thread to apply depends on the number of cores in the machine. Additionally, since two jobs were run simultaneously, 4 threads were chosen for this job. Aggressive cuts were used and set to the maximum, that is
3 for very aggressive cut generation. Further, the MIPGap was set to 0.01 so that the solver will terminate when the gap between the lower and upper bound is less than the MIPGap multiplied by the absolute value of the incumbent objective value. Finally, the time limit, restricts the total time that can be spent on a run. When one horizon solves for 360 seconds, it is terminated with the best solution available as the output. With the above described settings, the model was able to solve to optimality for a 24 hour horizon, although it usually achieved the set MIPGap in under 60 seconds for each horizon. However, a 36 hour horizon reached the maximum solver time limit before reaching optimality. Therefore, the solutions presented for a 36 hour horizon could be improved by allowing a longer solver time for the model to solve to optimality. However, the increased run time is more tedious and reduces usability. Future work is targeted to improve the model and solver settings so that the optimal solution can be obtained within shorter run time.

A secondary dispatch model, without battery lifetime optimization, is compared to the model developed in this work. The secondary model does not consider battery lifetime implications in the objective function when utilizing the battery and only attempts to maximize the profits obtained through the dispatch of electricity to the grid. This is done to realize the differences in the battery use and dispatch trends of the battery without battery lifetime optimization, when compared to the usage of the battery from the model with battery lifetime optimization. Both the final battery capacity due to degradation and the net revenue are compared. The model consists of an objective function similar to Eq. 3.3, sans the variables involved in tracking the cycles of the battery and the degradation of the battery.
Maximize:
\[
\sum_{t \in T} (\dot{w}_t + \gamma \cdot \dot{w}_t^d) \cdot Z_t \cdot K
\] (4.1)

The constraints are represented by Eq.'s (3.4-3.7). The same input data is then fed into this secondary dispatch optimization model. The results from the secondary dispatch model without battery lifetime optimization is then post-processed to calculate the degradation of the battery. This degradation is multiplied by a cost factor (the same used in the primary dispatch optimization model that considers battery lifetime optimization, developed in this work) and subtracted from the objective function (consisting of the sales due to power dispatch). In this manner, the final capacity of the battery after degradation and the maximized profits (including the cost associated with battery degradation) are generated as results. The results from the two dispatch models (with and without battery lifetime optimization) are compared.

Upon comparing the two models, it is seen in Figure 4.3 that the dispatch model with battery lifetime optimization improves battery life significantly. In the following calculations, it is assumed that 80% capacity is the EOL of the battery. The dispatch model with battery lifetime optimization results in a degradation of 0.77% of the battery capacity while the dispatch model without battery lifetime optimization results in a degradation of 3.30%. This shows that the battery degradation has been reduced by 77.73% by including battery lifetime optimization in the dispatch model. If a similar trend is maintained every year (due to similarities in the solar behavior each year), it can be extrapolated that the battery used without battery lifetime optimization will reach the EOL in 6 years. On the other hand, the battery
used in the dispatch model with lifetime optimization will reach its EOL in 27 years. This shows a significant improvement in the life of the battery used in the dispatch model with battery lifetime optimization and clearly portrays the importance of having such a model. This is further emphasized on comparing the net revenue resulting from both the models. The net revenue is obtained by adding the sales from the dispatch of power to the grid, to the losses due to the cost of eventually replacing the battery when it reaches EOL. The dispatch model with battery lifetime optimization results in an increase in revenue by 34.17%. These results pertain to the system represented in this work.

From the Figure 4.4 it can be seen that the battery in the model without lifetime
optimization has been used much more aggressively than the model with lifetime optimization. This allows for an increased profit by allowing the model to store the power produced at times with a lower revenue multiplier ($Z_t$) and dispatch the power from the battery at time steps with a higher revenue multiplier ($Z_t$). While this increases the profits obtained through the dispatch of power, it also increase the losses associated with the replacement of the battery, by increasing the battery degradation through the extreme use of the battery. On the other hand, when the dispatch model with battery lifetime optimization is exposed to a revenue multiplier ($Z_t$), with certain time steps exhibiting negative pricing, the model sometimes chooses to do “nothing,” resulting in the wastage of power from the
PV array as seen in time steps 12 to 13 in Figure 4.5. This implies that the cost associated with the degradation of the battery due to charging in that time step does not justify the sales (through later dispatch), and the model would rather waste the power in that time step.

Figure 4.5: POWER FLOW FROM THE PV SYSTEM, TO AND FROM THE BATTERY, POWER FLOW TO THE GRID AND THE REVENUE MULTIPLIER VALUES FOR DIFFERENT TIME STEPS.

Further, on comparing the 24 hour horizon with the 36 hour horizon, Figure 4.3 shows that the difference in final battery capacity percent is noticeable in both types of models, along with a small increase in the total revenue (1.11% increase). The small difference in final values could be due to similar patterns of the sun each day.
Allowing the solver to run for a longer solve time for a 36 hour horizon to reach optimality, may produce a more pronounced difference in results (when compared to 24 hour horizon). Hence, the beneficial impact of day-ahead scheduling, although seen in this comparison, may be better realized by using longer horizons. Further research would reveal if longer horizons will continue to improve the results or if the benefits of the longer horizon begin to neutralize beyond a certain point.

**Sensitivity Studies**

Three sensitivity studies were conducted by varying the input parameters in the dispatch model with battery lifetime optimization. The three parameters studied were the grid limit (kW), the cost of the battery per kWh ($/kWh) and the initial battery capacity (kWh). Each parameter was run for a number of values for a period of one year with a 24 hour horizon as well as a 36 hour horizon. Graphs were made comparing the parameter values with the final battery capacity and the final objective function (net revenue).

Three values of the grid limit were compared: 500 (kW), 750 (kW) and 1000 (kW). A higher grid limit allows for more power to be sent to the grid in each time step, which results in an increased objective function value (Figure 4.7). For the battery profiles generated using the different grid limits, the lower grid limit (500 (kW)) constrains the amount of power that can be discharged by the battery in single time step. This can severely impact the objective by limiting the power discharge in time steps with higher revenue multipliers, thereby reducing the profits to be made. This explains the lower objective obtained by the dispatch model with
Figure 4.6: SENSITIVITY STUDY COMPARING THE GRID LIMIT TO THE FINAL BATTERY DEGRADATION PERCENT OBTAINED FROM THE MODEL.

500 (kW) as the grid limit.

Higher grid limits allow a larger discharge of power in the time steps with a larger revenue multiplier resulting in greater profits. However, the difference in profits between 750 (kW) and 1000 (kW) is less significant due to the limitation placed by the net power generated by the PV system. Although the higher grid limit allows more power to be discharged from the battery to the grid – which would result in a greater profit – the power in the battery depends on the power generated by the PV system. The hourly results of the model show that the power generated by the PV system in a 36 hour horizon does not often (but does sometimes) charge the battery to a 1000 (kW). Therefore, the difference in objective function between
the 750 (kW) and 1000 (kW) grid limit is small, as the limitations imposed by the PV system dominate those of the grid limit.

Figure 4.7: SENSITIVITY STUDY COMPARING THE GRID LIMIT TO THE FINAL OBJECTIVE OBTAINED FROM THE MODEL.

A similar explanation can be extended to the relationship between the usage of the battery and the grid limit. The model chooses to store power in the battery to discharge it at time steps with a higher revenue multiplier. However, the lower grid limit reduces the amount of power that can be dispatched in these select time steps. Hence, the model does not have the incentive to charge the battery to a higher SOC as the battery can only discharge up to the grid limit. This results in a lower battery utilization for lower grid limits, as can be seen in Figure 4.6.

This was followed by comparing three values of the cost of the battery: 150
Figure 4.8: SENSITIVITY STUDY COMPARING THE COST OF THE BATTERY TO THE FINAL BATTERY DEGRADATION PERCENT OBTAINED FROM THE MODEL.

Figure 4.8 revealed that a lower cost battery resulted in the highest degradation of the battery. This behavior is expected, as a lower-cost battery will result in a lower penalty for degradation (and eventual battery replacement) in the objective function. The low cost of the battery allows for more liberal utilization. The higher battery usage results in an increased revenue from the dispatch of energy, and despite higher degradation, the objective function is higher, as shown in Figure 4.9. This is because the cost of the battery is lower and the cost of the high degradation is outweighed by the benefit of dispatching additional energy during more profitable hours.
Figure 4.9: SENSITIVITY STUDY COMPARING THE COST OF THE BATTERY TO THE FINAL OBJECTIVE OBTAINED FROM THE MODEL.

As the battery cost increases (to 225 $/kWh and 300 $/kWh), the difference between the results reduce. The benefits of the low cost of the battery are relative to the cost of electricity. As the cost of the battery increases, it becomes increasingly difficult for the sales from the dispatch of power from the battery, to outweigh the loss due to degradation. Beyond a certain battery cost it is expected that the battery profiles will become nearly uniform. A similar result is reflected in the final objective. The difference in the final objective reduces as the battery cost increases. Therefore, the relation between the cost of the battery and both the results, is a non-linear one.

In the final case study, two values of initial battery capacity were chosen:
Figure 4.10: SENSITIVITY STUDY COMPARING THE INITIAL BATTERY CAPACITY TO THE FINAL BATTERY DEGRADATION PERCENT OBTAINED FROM THE MODEL.

1000 (kWh) and 4000 (kWh). Figure 4.10 shows that the dispatch model with a lower initial battery capacity results in a significantly higher degradation than the model beginning with a higher battery capacity. This is because a battery with a smaller initial capacity will have to be used more extensively with a greater number of charge and discharge cycles to achieve a significant dispatch of power to the grid when compared to a battery with a higher initial capacity. In addition to this, a battery with a lower initial capacity will cost less since the cost is on a per kWh capacity basis. Therefore, the penalty of degradation is reduced, allowing the model to use the battery more aggressively and profit from it.
Figure 4.11: SENSITIVITY STUDY COMPARING THE INITIAL BATTERY CAPACITY TO THE FINAL OBJECTIVE OBTAINED FROM THE MODEL.

The effect of this is seen in Figure 4.11. The final objective obtained by the model using the 1000 (kWh) initial battery capacity is greater than that obtained using the 4000 (kWh) initial battery capacity. Therefore, the lower cost of the battery with a lower initial battery capacity significantly impacts the final objective of the model and proves to be beneficial to obtain higher profits. This, once again, highlights the importance of a battery degradation model in a dispatch optimization model.

Altogether, the sensitivity studies reveal that varying certain parameters changes the behavior of the battery and results in a different net revenue. The results obtained further validate the functioning of the dispatch model. Specific values of the parameters result in more favorable outcomes than others. With regards to
the cost of the battery, it is confirmed by the model that a lower cost of the battery improves the net revenue of the model, although it corresponds to an increased rate of degradation of the battery. With respect to the grid limit, a higher grid limit results in a greater net revenue while also causing a greater degradation of the battery. When the initial battery capacity is observed, a lower initial battery capacity results in an increased battery degradation and net revenue. Further, in most of the comparisons of the 24 hour horizon with the 36 hour horizon, the 36 hour horizon degrades the battery more than the 24 hour horizon, but results in a larger net revenue. This would be because the longer horizon allows for the model to plan and discharge the battery, carrying on beyond the 24 hour period, at time steps with higher revenue multipliers, thereby increasing the profits but also using the battery more extensively. This result is seen for all the studies, save the case where the initial battery capacity is 1000 (kWh). In this case, the 24 hour horizon leads to less degradation but an increased net revenue when compared to a 36 hour horizon. This could be because the low battery capacity limits the requirement and capability (due to limited power stored) to carry over power to the following horizon, reducing the effectiveness of the 36 hour horizon. It would be interesting to study longer horizons to observe if the same trend continues.

Since the net revenue accounts for the cost of eventually replacing the battery, it is proven that in the cases with a higher objective and increased degradation, the increased use of the battery was justified, resulting in higher profits. Therefore, the cases with increased revenue are more favorable despite the increased degradation of the battery.
This thesis develops a hybrid renewable generator optimization model with integrated battery lifetime optimization. This is accomplished using a mixed-integer-linear program written in Pyomo and solved using Gurobi. The objective of the model is to maximize the net revenue made by the sales from the dispatch of electricity to the grid, while also accounting for the loss due to the cost of eventually replacing the battery. Various variables affecting the cyclic aging of the battery are studied and it is shown that high and low SOC, as well as increased number of cycles causes degradation of the battery. Therefore, an equation characterizing the capacity degradation of the battery in terms of these variables (SOC and number of cycles) is developed and used in the battery lifetime optimization model. By doing so, the model ensures a more cost-effective use of the battery, thereby extending the expected lifetime of the battery.

This thesis also compares the rainflow algorithm to a conventional cycle counting method to determine whether the simpler conventional algorithm is appropriate for analyzing the battery profile in the model. We observe that the two cycle-counting methods predict a difference of 0.044% in battery degradation over a time period of one year. This value being negligible, we conclude that the conventional cycle counting method can be adopted in this decision optimization model, thereby eliminating the computational difficulties involved with implementing the rainflow algorithm in a mixed-integer-linear program.

The dispatch model with battery lifetime optimization was analyzed by com-
paring it to a similar model without battery lifetime optimization. The final battery capacity after degradation due to usage and the final objective function, including the revenue made by the dispatch of power to the grid and the loss due to the cost of eventually replacing the battery, were compared. The base case comparison of one year of data revealed that model with battery lifetime optimization reduced the battery degradation by 77.73%. If it is assumed that the similar results are produced each year, the EOL of the battery can be predicted. The battery used in the model without battery lifetime optimization will reach EOL in 6 years, while the battery in the model with battery lifetime optimization will last 27 years. Further, one year of data showed that the model with battery lifetime optimization improved the net revenue (objective function) by 34.17%. This shows that the cost of the battery largely impacts the cost of the system and a model without battery lifetime optimization leads to unrealized losses. Therefore, a dispatch model, with battery lifetime optimization results in an increased and more accurate net revenue than a dispatch model without battery lifetime optimization.

A sensitivity study was carried out to understand how various parameters effected the models objective function and the final battery capacity. In most cases, an increased objective was obtained by the more aggressive use of the battery. The eventual dispatch of power from the battery resulted in an increased objective function as well as more degradation of the battery. It was seen that a higher grid limit resulted in a better objective. In addition to this, a lower battery cost resulted in an improved objective. Similarly, a battery with a lower initial battery capacity (which in turn would reduce the cost of the battery) resulted in an increased
objective and battery degradation. Finally, it was seen in most of the sensitivity studies as well as the base case, that a 36 hour horizon resulted in an improved objective when compared to a 24 hour horizon, proving that day-ahead scheduling does improve the model. Yet, longer horizons must be tested to find the optimum horizon for day-ahead scheduling in this hybrid dispatch models using PV systems.

With the increased usage of renewable energy systems that are accompanied by energy storage, the necessity of battery lifetime optimization models has been greatly amplified. The results in this thesis establish the effectiveness and the importance of such models in improving the life of the battery and ensuring its efficient use, in addition to maximizing net profit.
The research conducted in this thesis leaves a large scope for future studies. There are a number of areas that can be improved upon to increase the efficiency and robustness of the model. Two of the key areas based on the results are the detail associated with the characterizing of the degradation of the battery, and the computational time of the model. The characterization of the degradation of the battery can be made more detailed by accounting for cyclic aging as well as calendar aging (while this work only accounts for cyclic aging). In addition to this, further research must be conducted to better understand the parameters and variables that effect the aging of the battery and how these parameters and variables correlate with the final capacity of the battery mathematically. This would result in a more accurate portrayal of the reduced battery capacity due to degradation.

As mentioned in the methodology, future work will attempt to more precisely portray the non-linear relationship between the number of cycles and the degradation of the battery for various starting and ending SOC. To accomplish this, a correction factor can be introduced and updated in every update period of the model to capture the slope of the degradation relation that changes with the number of cycles of use. The total number of battery cycles is compounded at the end of the update period, and this cumulative cycle count is used to calculate the correction factor in the post processing after every update period. This factor is then fed into the model in the subsequent update period, thereby changing the slope of the degradation constraint. This technique is still being tested to incorporate in the
model.

The large computational time requirement of the program hinders usability to some extent, and the requirement of a commercial solver, such as Gurobi, reduces its accessability. The increased computational time is mainly due to the presence of two-dimensional (especially binary) variables that result in an exponential increase in the optimization model complexity. The two-dimensional variables are present to identify all \( t, \hat{t} \) combinations in which \( t \) is the starting SOC of the charge or discharge cycle and \( \hat{t} \) is the ending SOC of the charge or discharge cycle. Attempts to narrow this window based on trends in battery usage has been discussed in the methodology chapter. The two-dimensional variables occupy the largest computational time and attempts are being made to reduce the extensiveness of the two-dimensional set, thereby reducing the problem complexity. One promising approach involves redefining the \( \hat{T} \) set to reduce the total number of time steps in the optimization window, as shown in Eq. 6.1.

\[
\hat{T} = \{t, t \ldots \min(t + ts, N_T)\} : t + ts < N_T
\]  

(6.1)

This allows the two-dimensional variables to be calculated for fewer \( t, \hat{t} \) combinations. The challenge being faced by this method is that the model intentionally extends the charge or discharge half-cycles to last longer than the optimization window so that the battery behavior and degradation is not captured by the two-dimensional variables assigned to this task. Further work is required to overcome this challenge, but the proposed method to reduce the computational time shows promise and further work can determine the viability.
The two-dimensional variables that are responsible for the large computational time are present to characterize the degradation in the battery. In addition to this, many of the mathematical equations relating battery capacity to working parameters and variables are non-linear in nature. Making these non-linear equations linear is often challenging and can sometimes lead to increased solver times due to the additional constraints that are introduced for linearization. Therefore, it can be extrapolated based on this, as well as literature((Goebel et al., 2016)) that increased detail in the model and the nature of the equations characterizing the degradation of the battery, often results in an increased computational time. The battery degradation in this model was chosen to balance the two aspects, attempting to deliver higher accuracy with regards to the battery degradation without an exorbitant computational time. Further research could reduce the solve time by developing more efficient ways to represent the degradation of the battery while also incorporating additional expressions to present a more detailed characterization of battery degradation with use.
APPENDIX

The dispatch optimization model with a battery degradation model used in this work, is developed on Python version 3.7.6 and has been illustrated in two sections: (i) the code of the optimization model and (ii) the post-processing code. The code imports a number of libraries to carry out different functions. These are elaborated as follows:

### LIBRARIES USED

<table>
<thead>
<tr>
<th>Library</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>pyomo</td>
<td>Python based optimization modelling language used to write the optimization model</td>
</tr>
<tr>
<td>collections</td>
<td>Containers that store collections of data and used to organize the output data from the optimization model</td>
</tr>
</tbody>
</table>

**Optimization model**

The optimization model portrays the MILP section of code. It is developed using Pyomo version 5.6.9 and solved using Gurobi version 9.1.0. The algorithm presents the objective function on lines 78 to 85 and the constraints span from line 89 to 201. Line 89 to 104 represent the power dispatch constraints reflected in Eq.’s (3.4-3.7). Line 107 to 143 represent the battery cycle constraints and correspond to Eq.’s (3.8a-3.13d). Lines 146 to 179 implement the battery degradation constraints and are parallel to Eq.’s (3.14a-3.17), while the cuts span from lines 183 to 201. Beyond this, the model solver settings are decided and certain results are printed. The calculated data is then collected in a systematic manner and returned as the output of the
import pyomo.environ as pyomo
from collections import defaultdict

model = pyomo.ConcreteModel()

# ###################################################
# input data to the function:
# wg – Grid limit
# S_initial – Initial battery capacity
# time_start – Starting time step for that horizon in a year
# horizon – Duration of time steps in the optimization window
# W – Power generated by the PV system
# P – Revenue multiplier
# S0_input – SOC of the battery at the start of each update period
# S_new – Updated battery capacity after degradation in the previous update period
# cb – Cost of battery
# warm_model – warm start to the model

def optimization_call(wg, S_initial, time_start, horizon, W, P, S0_input, S_new, cb, warm_model=None):
    model = pyomo.ConcreteModel()

    #parameters
    model.nt = pyomo.Param(initialize = horizon)
model.T = pyomo.Set(initialize = range(model.nt()))
model.ts = pyomo.Param(initialize = 12)
def that_init(model):
    return [(t,that) for t in model.T for that in range(t,model.nt)]
model.That =pyomo.Set(dimen=2, initialize=that_init)
t0 = time_start

Wdict = {}
for i,v in enumerate(W):
    Wdict[i] = v
Pdict = {}
for i,v in enumerate(P):
    Pdict[i] = v

model.W = pyomo.Param(model.T, initialize = Wdict)
model.Z = pyomo.Param(model.T, initialize = Pdict)

model.Wg = pyomo.Param(initialize=wg) # kW Grid limit
model.Sstart = pyomo.Param(initialize=S_initial) # kWh Initial battery capacity
model.S = pyomo.Param(initialize=S_new) # kWh Battery capacity
model.eta = pyomo.Param(initialize=0.98) # Battery charge and discharge efficiency
model.Delta = pyomo.Param(initialize=1.) # Time step hours fraction
model.S0 = pyomo.Param(initialize=S0_input) # Initial
→ battery charge

48 model.K = pyomo.Param(initialize=0.06)  # Cost of electricity per kWh

→ degradation constant
49 model.M = pyomo.Param(initialize=110)  # Big M
50 model.A0 = pyomo.Param(initialize=3.8197741e−05)  # Battery degradation constant
51 model.A1 = pyomo.Param(initialize=-1.10491465e−04)  # Battery degradation constant
52 model.A2 = pyomo.Param(initialize=2.06826820e−03)  # Battery degradation constant
53 model.P = pyomo.Param(initialize=cb)  # Cost of the battery

→ degradation before battery end of life
54 model.L = pyomo.Param(initialize=0.2)  # Fractional

# variables
56
57 model.w = pyomo.Var(model.T, domain=pyomo.NonNegativeReals)  # power going from the PV system to the grid
58 model.wc = pyomo.Var(model.T, domain=pyomo.NonNegativeReals)  # power going from the PV system to the battery
59 model.wd = pyomo.Var(model.T, domain=pyomo.NonNegativeReals)  # power going from the battery to the grid
60 model.s = pyomo.Var(model.T, domain=pyomo.NonNegativeReals)  # SOC of the battery
61 model.O = pyomo.Var(model.T, domain=pyomo.Binary)  # Binary variable of charge
model.f = pyomo.Var( model.T, domain=pyomo.Binary )  # Binary variable of steady state

model.G = pyomo.Var( model.That, domain=pyomo.Binary )  # Two-dimensional binary variable of cycling

model.capacity = pyomo.Var( model.That, domain=pyomo.NonNegativeReals )  # Battery degradation for every pair of time steps

model.y = pyomo.Var( model.That, domain=pyomo.NonNegativeReals )  # Battery degradation for every cycle of charge or discharge

model.capacity_final = pyomo.Var( model.T, domain=pyomo.NonNegativeReals )  # Capacity of the battery with respect to the previous time step

# If a warm start model was provided, set initial values here
if warm_model:
    for key in warm_model.__dict__.keys():
        if type(warm_model.__getattribute__(key)) == type(model.w):
            if hasattr(model, key):
                if key not in ["y", "s", 'capacity_final', 'GC', 'GD']:
                    model.__getattribute__(key).start = pyomo.Var(initialize=warm_model.__getattribute__(key).get_values())

# objective

def obj_expr(model):
    scale = 0.01

model.objective = pyomo.Objective(rule = obj_expr, sense = pyomo.maximize)

# constraints
# Power dispatch constraints

def constr_grid(model, t):
    return model.w[t] + model.wd[t] <= model.Wg()
model.constr_grid = pyomo.Constraint(model.T, rule = constr_grid)

def constr_storage(model, t):
    slast = model.S0() if t==0 else model.s[t-1]
    return (model.wc[t]*model.eta() - model.wd[t]/model.eta())*model.Delta() == model.s[t] - slast
model.constr_storage = pyomo.Constraint(model.T, rule = constr_storage)

def constr_storelim(model, t):
    return model.s[t] <= model.S
model.constr_storelim = pyomo.Constraint(model.T, rule =
   constr_storelim)

def constr_usable(model, t):
    return model.w[t] + model.wc[t] <= model.W[t]
model.constr_usable = pyomo.Constraint(model.T, rule =
   constr_usable)

# Battery cycle constraints

def constr_charge(model, t):
    slast = model.S0() if t==0 else model.s[t-1]
    return (model.s[t] - slast) <= min(model.S, model.W[t]) * model.
   O[t]
model.constr_charge = pyomo.Constraint(model.T, rule =
   constr_charge)

def constr_discharge(model, t):
    slast = model.S0() if t==0 else model.s[t-1]
    return (slast - model.s[t]) <= min(model.S, model.W[g]) * model.B[
   t]
model.constr_discharge = pyomo.Constraint(model.T, rule =
   constr_discharge)

def constr_flat(model, t):
    slast = model.S0() if t==0 else model.s[t-1]
    return (model.f[t]*model.S >= 1 + model.s[t] - slast - model.B[t
   ]*min(model.S, model.W[g]) - model.O[t]*min(model.S, model.
   W[g]))
model.constr_flat = pyomo.Constraint(model.T, rule = constr_flat)

def constr_state(model, t):
model.constr_state = pyomo.Constraint(model.T, rule = constr_state)

def constr_profile_C(model, t, that):
    C = 1 if that==model.nt()-1 else 0
    D = 1 if t==0 else 0
    B = 0 if t==0 else model.B[t-1]
    Bthat = 0 if that==(model.nt()-1) else model.B[that+1]
    return model.G[t,that] >= (B - model.B[t]) + (Bthat - model.B[that]) + (C + D)*sum(model.O[tprime] for tprime in range(t,that+1))/model.nt + sum((model.O[tp] + model.f[tp]) for tp in range(t,that+1)) - (that-t) - 2
model.constr_profile_C = pyomo.Constraint(model.That, rule = constr_profile_C)

def constr_profile_DC(model, t, that):
    C = 1 if that==model.nt()-1 else 0
    D = 1 if t==0 else 0
    O = 0 if t==0 else model.O[t-1]
    Othat = 0 if that==(model.nt()-1) else model.O[that+1]
    sum_b_tthat = sum(model.B[tprime] for tprime in range(t,that+1))
    return model.G[t,that] >= (O - model.O[t]) + (Othat - model.O[that])
\( (C + D) \times \text{sum}_{b \text{that}} / \text{model.n} + \text{sum}_{b \text{that}} + \text{sum} \)

\((\text{model.f}[\text{tp}]) \text{ for } \text{tp} \text{ in range}(t, \text{that}+1)\) - \((\text{that} - t) - 2\)

model.constr_profile_DC = pyomo.Constraint(model.That, rule =
\( \text{constr_profile_DC} \))

\# Battery degradation constraints

\textbf{def} constr_capacity_chg(model, t, that):
\texttt{Sfirst = 0 if t==0 else model.s[t-1]}

\texttt{sum_f = sum(model.f[tprime] for tprime in range(t,that+1))}

\texttt{sum_o_f = (sum(model.O[tprime] for tprime in range(t,that+1)) +
\text{sum_f})/(that-t+1)}

\texttt{return model.capacity[t,that] >= \((-\text{model.A0*}\text{Sfirst} + \text{model.A1*}\text{model.s[that]} - \text{model.A1*model.S*(1-\text{sum_o_f})}/\text{model.S}
\text{*100*0.5 - \text{model.A2*0.5*(model.G[t,that])})}/100\)}

model.constr_capacity_chg = pyomo.Constraint(model.That, rule =
\( \text{constr_capacity_chg} \))

\textbf{def} constr_capacity_dis(model, t, that):
\texttt{Sfirst = 0 if t==0 else model.s[t-1]}

\texttt{sum_f = sum(model.f[tprime] for tprime in range(t,that+1))}

\texttt{sum_b_f = (sum(model.B[tprime] for tprime in range(t,that+1)) +
\text{sum_f})/(that-t+1)}
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\* 100*0.5 - (model.A2*0.5 * (model.G[t,that])) / 100)

model.constr_capacity_dis = pyomo.Constraint(model.T, rule =
\rightarrow constr_capacity_dis)

# <<<<<<<<<<

def constr_bilinear_two(model, t, that):
    return ((model.y[t,that]) >= model.capacity[t,that] - (1 - (model.G[t,that])) * 0.000051)

model.constr_bilinear_two = pyomo.Constraint(model.T, rule =
\rightarrow constr_bilinear_two)

def constr_capacity_final(model, t):
    if t==0:
        return (model.capacity_final[t] == 1)
    else:
        return (model.capacity_final[t] <= (1 - sum([(model.y[tprime, t] <= (1 - sum([(model.y[tprime, t] <= 0, t)]) for tprime in range(0, t)])) for tprime in range(0, t)])))

model.constr_capacity_final = pyomo.Constraint(model.T, rule =
\rightarrow constr_capacity_final)

# # Cuts

def constr_cut_CG(model, t):
return sum(model.G[tp, t] for tp in range(0, t)) <= model.O[t] +
model.B[t] + model.f[t]

model.constr_cut_CG = pyomo.Constraint(model.T, rule =
model.constr_cut_CG)

def constr_cut_O(model, t):
    return (model.O[t] <= model.wc[t])

model.constr_cut_O = pyomo.Constraint(model.T, rule = constr_cut_O)

def constr_cut_Owc(model, t):
    return (model.O[t]*model.W[t] >= model.wc[t])

model.constr_cut_Owc = pyomo.Constraint(model.T, rule =
model.constr_cut_Owc)

def constr_cut_B(model, t):
    return (model.B[t] <= model.wd[t])

model.constr_cut_B = pyomo.Constraint(model.T, rule = constr_cut_B)

def constr_cut_Bwd(model, t):
    return (model.B[t]*model.S >= model.wd[t])

model.constr_cut_Bwd = pyomo.Constraint(model.T, rule =
model.constr_cut_Bwd)

# Solver settings
solver = pyomo.SolverFactory('gurobi')
solver.options["threads"] = 4
solver.options["ConcurrentMIP"] = 2
solver.options["Cuts"] = 3
solver.options[‘MIPGap’] = .01
solver.options[‘timeLimit’] = 360

results = solver.solve(model, keepfiles=False, logfile="{:d}_solve.log", warmstart=(True if warm_model else False))

# print(results)
print("t\tW\tw\twc\twd\ts\tZ\tO\tB\tf\tcapability")

for t in model.T:
    print("{:d}\t{:f}\t{:f}\t{:f}\t{:f}\t{:f}\t{:f}\t{:f}\t{:f}\t{:f}\t{:f}".format(t, model.W[t], model.w[t], model.wc[t], model.wd[t], model.s[t], model.Z[t], model.O[t], model.B[t], model.f[t], model.capacity_final[t]))

print("t\tcapacity")

for t, that in model.That:
    if model.G[t, that] == 1:
        print("{:d}\t{:f}\t{:f}\t{:f}".format(t, that, model.G[t, that], model.capacity[t, that]), model.y[t, that]())

print("t\tG")
# Collect all variable results

data = {}

for key in model.__dict__.keys():  # loop through all attributes (members and functions) of the model class
    # if the member at 'key' is an indexed variable, same type as known var 'w', then:
    if type(model.__getattribute__(key)) == type(model.w):
        # store the solution values for the variable in a data dictionary
        data[key] = model.__getattribute__(key).get_values()
    elif key in ['T', 'That']:  # indexed sets
        data[key] = list(model.__getattribute__(key).data())
    elif key in ['Z', 'W']:  # indexed parameters
        data[key] = list(model.__getattribute__(key).values())

print(model.objective())

# Return summary info

capt = S_new

for t in model.T:
    capt *= model.capacity_final[t]()

info = {
    'capt': capt,
    'msg': results['solver'][0]['Termination_condition'],
    'time': results['solver'][0]['Time'],
    'lobo': results['Problem'][0]['Lower_bound'],
    'upbo': results['Problem'][0]['Upper_bound'],
}
Post-processing

The post-processing is carried out for each update period. The output data from the optimization model is used to calculate a refined objective function as well as the battery degradation. This is done by using the optimization model output data to count the number of cycles of charge and discharge that has occurred (seen in lines 107 to 173), to further calculate the degradation of the battery (lines 180 to 192). This is then used to calculate the new battery capacity. The new battery capacity is updated in the optimization model for the subsequent update period as the initial capacity of the battery ($S_{\text{initial}}$). The refined objective function is calculated by adding the sales due to dispatch of power to the losses due to degradation of the battery (lines 12 to 22) to obtain the net revenue. Sales due to power dispatch is calculated using the data obtained from the optimization model, and the cost due to battery degradation is found by comparing the battery capacity from the previous update period to the new battery capacity after degradation, calculated in the post-processing section. This is multiplied by a battery degradation cost
function to acquire the losses. Finally, the post processing model assembles all the output data, forming three excel files: (i) one-dimensional variables hourly data, (ii) two-dimensional variables hourly data and (iii) final outputs for the entire time series (= one year).

```
1 # Post-processing
2 W = []  # Hourly power generated by the PV system
3 P = []  # Hourly revenue multiplier
4 # The above data is obtained from an excel file containing this
5 → information and is assigned below
6 with open('solar-price-data.csv','r') as data:
7     for i,line in enumerate(data.readlines()):
8         w,p = [float(v) for v in line.replace("\n","'").split(',')]  # split line by commas
9         W.append(w)
10        P.append(p)
11
12 # Post-processing objective function
13 def reality_objective_function(K,w,z,wd,S_new,S_old,S,cb,eol):
14     if len(w) != update or len(wd) != update:
15         raise Exception()
16     obj = 0
17     power = 0
18     for i in range(len(w)):
19         power += (w[i] + wd[i])*K*z[i]
20     bat=(S_old − S_new)/S*cb/eol
21     obj += power − bat
```
return obj

# Configuration

# Update and Horizon

horizons = [24, 36]  # Multiple horizons
WG = [500, 750, 1000]  # Multiple grid limits
wgdict = {}

# Running the code for a range of a certain parameter (in this case Grid limit)

for wg in WG:
    print("Grid_limit:", wg)
    for h in horizons:
        print("Horizon:", h)
        update = 24  # hr  # Update Period

        # Battery Parameters
        S = 4000
        C = 4000
        S0_initialize = 0  # Initial SOC of battery
        cb = 150 * S  # Battery cost  # assumed to be $150/kWh capacity
        Capacity = S
x = 1  

# Correction factor

→ (not yet implemented)

# Initialize

# For h in horizons:

objective_sum_annual = 0  

→ objective function from post-processing

objective_model = 0  

→ objective function from the optimization model

length = 0  

→ No. of time steps

all_len=0  

→ No. of cycles

tot_power = 0  

→ Total power sent to the grid

wastage = 0  

→ Power wasted

total_time = 0  

→ Total time to run each horizon

update_range = list(range(0, update))

all_data_dict = {}

thatdict = {}

thatdict[‘t’] = []

thatdict[‘that’] = []
data_since_update = {}

objective_sum_test = []

# -------------------------------
# Main loop for advancing the horizon

warmmodel = None

for t0 in range(0, 8760, update):
    # DURATION
    # Calling the optimization model

data, info, warmmodel = optimization_call(wg, S, t0, h, W[
    \rightarrow t0:(t0+h)], P[t0:(t0+h)], S0_initialize, Capacity, cb,
    \rightarrow warmmodel)  #data has values from t0 to t0+horizon
    \rightarrow (=36) so there will be 36 values returned

for key in data.keys():
    try:
        if key not in ['G', 'y']:
            if not key in all_data_dict.keys():
                all_data_dict[key] = []
            if not key in data_since_update.keys():
                data_since_update[key] = []

            data_since_update[key] = [data[key][t] for t in
            \rightarrow update_range]  #takes first 'update(ex=24)' values from data

        else:
            if not key in data_since_update.keys():
                data_since_update[key] = defaultdict(dict)
            for t in range(0, update):
                for that in range(t, h):
                    data_since_update[key][t][that] = data[
except KeyError:
    pass

if key not in ['G', 'y']:
    all_data_dict[key] += data_since_update[key] # adds these first 24 values from each time
    if key not in ['G', 'y']:
        all_data_dict[key] += data_since_update[key] # step to a dictionary that contains all the values from 0-8760

length += len(data_since_update['w']) # total number of time steps are recorded

tot_power += sum([(data_since_update['w'][t] + data_since_update['wd'][t]) for t in range(0, update)]) # total power going to the grid

wastage += sum([(data_since_update['W'][t] - data_since_update['w'][t] - data_since_update['wc'][t]) for t in range(0, update)]) # total power wasted

S0_initial = data['s'][update-1] # SOC of the battery at the end of the update period (to be the starting SOC at the beginning of the subsequent update period)

# Finding Charge and Discharge Cycles
O_charge = []
O_discharge = []
input_list = [data['s'][t] for t in range(0, update)]

index = 0
charge_start = 0
charge_end = 0
discharge_start = input_list[0]
discharge_end = 0
cycle_charge = 0
cycle_discharge = 1

for i in range(1, len(input_list)):
    if cycle_discharge==1:
        if (input_list[i] <= input_list[i-1]):
            # Do nothing
            l=1
        if (i==(len(input_list)-1)):
            discharge_end = input_list[i]
            if (discharge_end==0 and discharge_start ==0):
                # Do nothing
                l=1
            else:
                O_discharge.append([discharge_start, discharge_end])

else:
discharge_end = input_list[i-1]
charge_start = input_list[i-1]
if (discharge_end==0 and discharge_start==0):
    # Do nothing
    l=1
else:
    O_discharge.append([discharge_start, discharge_end])
cycle_discharge = 0
cycle_charge = 1
elif cycle_charge==1:
    if (input_list[i] >= input_list[i-1]):
        # Do nothing
        l=1
        if (i==(len(input_list)-1)):
            charge_end = input_list[i]
            if (charge_end==0 and charge_start==0):
                # Do nothing
                l=1
            else:
                O_charge.append([charge_start, charge_end])
        else:
            charge_end = input_list[i-1]
discharge_start = input_list[i-1]
if (charge_end==0 and charge_start==0):
    # Do nothing
    l=1
else:
    O_charge.append([charge_start, charge_end])
    index += 1
    cycle_charge = 0
    cycle_discharge = 1

# Inputting the start and end SOC of each charge and discharge cycle in a dictionary
change_in_val_charge = []
for e in range(0, len(O_charge)):
    SOC_charge = O_charge[e][1] - O_charge[e][0]
    change_in_val_charge.append([O_charge[e][0], O_charge[e][1], SOC_charge])

for e in range(0, len(O_discharge)):
    SOC_charge = O_discharge[e][0] - O_discharge[e][1]
    change_in_val_charge.append([O_discharge[e][1], O_discharge[e][0], SOC_charge])

all_len += len(change_in_val_charge)  # number of charge and discharge cycles
print(change_in_val_charge)

# Calculating Battery Degradation
C_start = C
total = 0
Q = cb  # penalty cost
\[ A = [ 3.81997741 \times 10^{-05}, -1.10491465 \times 10^{-04}, 2.06826820 \times 10^{-03}] \]

\[ \text{for} \ e \ \text{in} \ \text{range}(0, \text{len(change_in_val_charge))}: \]

\[ \text{SOC}_\text{start} = \text{change_in_val_charge}[e][0] / \text{C}_\text{start} \times 100 \]

\[ \text{SOC}_\text{end} = \text{change_in_val_charge}[e][1] / \text{C}_\text{start} \times 100 \]

\[ \text{Pf} = 100 + (A[2] \times 0.5 + A[0] \times 0.5 \times \text{SOC}_\text{start} + A[1] \times 0.5 \times \text{SOC}_\text{end}) \]

\[ \text{Capacity}_\text{percent} = \min(100, (\text{Pf})) \]

\[ \text{Capacity} = (\text{Capacity}_\text{percent}) \times C / 100 \]

\[ \text{Penalty} = (C - \text{Capacity}) \times Q \]

\[ \text{total} += \text{Penalty} \]

\[ \text{C} = \text{Capacity} \]

\[ \text{price_elec} = \text{info['K']} \]

\[ \text{# Calling the post-processing objective function to} \]

\[ \text{calculate the more accurate net revenue for the} \]

\[ \text{update period} \]

\[ \text{obj_now} = \text{reality_objective_function(price_elec,} \]

\[ \text{data_since_update['w'], data_since_update['Z'],} \]

\[ \text{data_since_update['wd'], Capacity, C_start, S, cb,} \]

\[ \text{info['L']} \]

\[ \text{# Printing out information on the run} \]

\[ \text{print("t: :04d\tS_new: :10.4f\tObjective: :10.3f\tMsg} \]

\[ \text{\t: :15s\tTime: :5.1f\tGap: :6.4f\tUpbo: :6.4f\t} \]

\[ \text{Lobo: :6.4f". format(int(t0), Capacity, obj_now,} \]

\[ \text{str(info['msg']), info['time'], info['gap'], info['upbo} \]

\[ \text{\tLobo'])})} \]
objective_sum_annual += obj_now  # Calculating
cumulative objective function from post-processing

objective_model += info['objective']  # Calculating
cumulative objective function from the optimization

model

total_time += info['time']  # Total run time

# Making a singular dictionary for all two-dimensional variables

for t in range(0, update):
    for that in range(t, h):
        if data_since_update[‘G’][t][that] == 1:
            thatdict[‘t’].append(t)
            thatdict[‘that’].append(that)
        for key in [‘G’, ‘y’]:
            key_t = "_" + key + "{:02d}".format(t0)
            if not key in thatdict.keys():
                thatdict[key] = []
            temp = data_since_update[key][t][that]
            thatdict[key].append(temp)

print(‘No. of time steps –’, length)
print(‘Objective –’, objective_sum_annual)
print(‘Model Objective –’, objective_model)
print('Total_Time-', total_time)
print('-------------')

# Creating a dictionary storing all the final results
for key in ['WG', 'update', 'horizon', 'Battery_Capacity', 'PP↪Objective', 'Model_Objective', 'Time_steps', 'No.↪of_cycles', 'Total_power_to_grid', 'Wastage']:
    if key not in wgdict.keys():
        wgdict[key] = []

wgdict['WG'].append(wg)
wgdict['update'].append(update)
wgdict['horizon'].append(h)
wgdict['Battery_Capacity'].append(Capacity)
wgdict['PP,Objective'].append(objective_sum_annual)
wgdict['Model,Objective'].append(objective_model)
wgdict['Time_steps'].append(length)
wgdict['No.↪of_cycles'].append(all_len)
wgdict['Total_power_to_grid'].append(tot_power)
wgdict['Wastage'].append(wastage)

# write data to file
# one-dimensional hourly data
with open(f'{h}_all-hourly-results_trial.csv', 'w') as fout:
    nt = len(all_data_dict['T'])
keysort = list(all_data_dict.keys())
keysort.remove('T')
try:
    keysort.remove('That')
except:
    pass
keysort.sort()
keysort = ['T'] + keysort
outs = []
for key in keysort:
    if len(all_data_dict[key]) == nt:
        outs.append([key] + [str(v) for v in all_data_dict[key]])
        fout.write(' 
'.join([','.join(row) for row in list(zip(*
                           outs))]) )

# two-dimensional hourly data
with open(f'{h}_{wg}_{thatdict}.csv', 'w') as fout:
    nt = len(thatdict['t'])
keysort = list(thatdict.keys())
try:
    keysort.remove('That')
except:
    pass
keysort.sort()
outs = []

for key in keysort:
    if len(thatdict[key]) == nt:
        outs.append([key] + [str(v) for v in thatdict[key]])

fout.write(\n    ', '.join(row) for row in list(zip(*
        outs)))]
)

# Final outcomes for the entire time series (in this case, one year)
with open(f'{h}_wgdict.csv', 'w') as fout:
    nt = len(wgdict['WG'])

    keysort = list(wgdict.keys())

    keysort.sort()

    outs = []

    for key in keysort:
        if len(wgdict[key]) == nt:
            outs.append([key] + [str(v) for v in wgdict[key]])

    fout.write(\n        ', '.join(row) for row in list(zip(*
            outs)))]
    )
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